Rewriting the Sensor Network
Abstraction Stack

PROEFSCHRIFT

ter verkrijging van de graad van doctor
aan de Technische Universiteit Delft,
op gezag van de Rector Magnificus Prof. dr. ir. J.T. Fokkema,
voorzitter van het College voor Promoties,
in het openbaar te verdedigen
op dinsdag 15 januari 2008 om 10:00 uur

door Thomas Edward Victor PARKER

electrotechnisch ingenieur

geboren te Londen, Engeland



Dit proefschrift is goedgekeurd door de promotor:
Prof. dr. ir. H.J. Sips
Toegevoegd promotor: Dr. K.G. Langendoen

Samenstelling promotiecommissie:

Rector Magnificus voorzitter

Prof. dr. ir. H.J. Sips Technische Universiteit Delft, prator

Dr. K.G. Langendoen Technische Universiteit Delft, toemgeyd
promotor

Prof. dr. H.L. Muller University of Bristol

Prof. dr. ir. .G.M.M. Niemegeers Technische Universifadgift

Prof. dr. ir. M. van Steen Vrije Universiteit Amsterdam

Dr. ir. P.J.M. Havinga Universiteit Twente

Dr. ir. M.G. Maris TNO

Copyright(© 2008 by Tom Parker

All rights reserved. No part of the material protected bg topyright notice may be
reproduced or utilized in any form or by any means, electronimechanical, including
photocopying, recording or by any information storage atdaval system, without the
prior permission of the author.

ISBN: 978-90-9022662-0

AUTHOR EMAIL: TOM@TEVP.NET



"If a man can write a better book, preach a better sermon, &eradetter
mousetrap than his neighbor, though he build his house iwtwoals, the
world will make a beaten path to his door.”
- Ralph Waldo Emerson (1803-82)
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IChapter 1

Introduction

1.1 Origins

The origin of Wireless Sensor Networks (WSNs) can be tracekl tsethe Smart Dust [58]
project, which speculated about the possibility of commyisystems at a micro scale (1-
10mn?). Creating viable systems at this size brought up a lot of déficult problems,
notably how to build power storage and communication systémat small, but the core
concept - lots (thousands to millions potentially) of sn@mputers scattered into the
environment - opened up a range of new applications, deg@tchnical difficulties.

s O

Figure 1.1: Smart Dust “Golem” prototype.@nn? volume)

The idea is that many cheap computers are used to cover a tagien than could
realistically be covered by a smaller set of more expensiseems. Part of the intuition
behind this design choice is the limited range of most senséior example, a tem-
perature sensor gives you a single point value for a paatidotation. Buying a more
expensive temperature sensor may provide better valueg, ibwstill limited to a very
coarse grained view of the surrounding environment. Tloeeethe primary way to im-
prove the overall sensing quality is to use more sensorst@pthce them in various
different locations.

The data from multiple sensors then needs to be gatheredrimdcattered locations
over an often fairly large physical area, and for many sdesaplacing lots of wires
in the environment may well be impossible or interfere wih goal of gathering data

1



1.1. ORIGINS CHAPTER 1. INTRODUCTION

from the environment. Therefore, the notion of wireless samication, coupled with
a simple computer is an appealing approach for data gathéom the sensors. Also,
given that the quality of the data from the network is dirngetffected by how many of
these wireless sensors can be bought given the budget oy$bears making them as
cheap as possible is a major design aim.

(a) Example network (b) TNOde ¢ 900mn? volume)

Figure 1.2: Wireless Sensor Networks

Thus, the field of Wireless Sensor Networks works with smalhputers (called
“nodes”) that are used to gather and interpret data abointeheironment. The current
nodes worked with are much bigger than the Smart Dust idessgare for example the
node in Figure 1.1 at.6mn? to the node in Figure 1.2b at 900mn?) but the increased
size allows for easier-to-use systems, while still beirfficantly faithful to the original
concepts to allow for research into the problems that neée tealt with by both sizes
of node. Additionally, a greater number of applicationsdiee viable with larger nodes,
especially as it now becomes possible to use off-the-slatiponents (processors, bat-
teries, radios) to build the nodes, rather than having teiape build every component,
which can reduce costs significantly.

1.1.1 Applications

Working with many cheap wireless sensors scattered in enoermaent allows for a wide
variety of new applications, and some examples of thosehtinat been attempted so far
are listed below:

e Precision agriculture

— Precision agriculture for sensor networks has mainly fedus the gathering
of micro-climate data for crop fields, in order to improve gmanagement
decisions [18]. The LOFARAgro project ([39, 70, 134], Figure 1.3) has
been attempting to reduce the required amount of pesticidd an a field by
providing much more detailed information about the climafta field, with
the smallest resolved regions now being measured in meter&ilometres
with earlier approaches.
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Figure 1.3: LOFARAGgro project for precision agriculture

o Wildlife studies

— The most notable wildlife study with sensor networks hasnbibe Great
Duck Island experiment [79, 131, 137], which gathered datthe Leach’s
Storm-petrel (a seabird that nests on Great Duck Islantieffbast of Maine,
USA). The Leach’s Storm-petrel had previously been a diffisubject for
zoologists to study, due to both adverse climatic condétimmthe island, and
its nocturnal lifestyle. With the aid of sensor networks,edailed study of
the species has been made possible.

¢ Architectural monitoring

— Determining the stress levels in a building is a difficulkteend without that
data, checking whether a building is structurally sounccélose of earth-
quakes, or other sources of damage) is hard to test. Addltjoif a building
becomes damaged over time e.g. dry rot, but it is not notigetth® inhab-
itants, then a building may become structurally unsoundhauit warning.
Several projects [20, 61, 117] have tested the idea of ugngas networks
to record stress data for buildings over their entire lifegj providing reliable
and up-to-date data on the structural integrity of building

e Military surveillance

— A number of military applications have been proposed foseenetworks,
including target tracking [6] (e.g. using magnetometedstect tanks), sniper
detection [123] (using sound measurements to track a ek to its source),
and compound security [27] (detecting intruders aroundegifipd perime-

ter).
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e Monitoring cargo containers

— WSNs can be used for various applications in the area of cavgtainer
monitoring, both in the sense of determining where a cargadoer is, and
in the protection of a container from intruders. The mostdamexample of
the latter is Sun Microsystems’ “Project Blackbox” [109]hieh uses their
SunSPOT nodes [1] to protect a cargo container full of more/entional
computing hardware.

e Medical data gathering

— Modern medicine relies heavily on data gathered from thieptio guide the
choices of medical personnel. e.g. heart rate, electrpfiadegram (EEG)
readings, etc. Most of these readings are currently gathgyeconnecting
a patient by wires to a (large) semi-static machine, whictité patient mo-
bility, and the machines are often quite expensive. Senstwarks are be-
ing explored [88, 119] as a possible replacement, providinglar data in a
cheaper and more portable form.

¢ Industrial monitoring

— Monitoring industrial processes for changes in their prenince can be used
as an early indicator of equipment failure. As industriaations are often
unsuitable for additional cabling (due to space being ateanprm), earlier
work has used a “sneakernet” method of data transfer frosossembedded
in the sensors to analysis stations (i.e. physical tramdéfeata storage). This
increases the time between failure being noticed by a seandrit being
passed on to the operators of the system, and can resulticr@ased failure
rate of equipment. Sensor networks have been shown to béle gi@lution
for reducing the delay time without requiring cable instatin [64].

In short, sensor networks are a new tool used for many diffexpplications, providing
data over a longer period of time, larger locations, and wéthuced costs v.s. other
techniques.

1.2 A Different Approach

In order to create viable systems from many cheap sensors svi&N\a hybrid endeav-
our, taking elements from many existing fields and combiriregn in new and interest-
ing ways. The major predecessor fields are as follows:

e Distributed systems, with a focus on Ad-Hoc networking
e Embedded systems

e Wireless systems
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These fields interact in complex ways when brought togetRer. example, most dis-

tributed systems research assumes both mostly relialsisptoat (which is removed by
the wireless systems) and per-node resource limits sitailardesktop PC (which is not
true in the embedded world, especially regarding powerd)miThis disruption of the

common assumptions of the predecessor fields requires rawaaihes to be created for
problems that would be otherwise considered solved.

In order so that it is possible to achieve usable resultsngitie limits of the sys-
tems that the original goals specified, certain restrictiare made to the design space
for WSNs, relative to the capabilities considered typicaldther conventional related
systems, and some new issues need to be considered.

1.2.1 Changing Roles

Instead of the arbitrary point-to-point networking of sland distributed systems, most
WSN work focuses on a “source-to-sink” model of networkingpisTmodel of network
communication incorporates knowledge about the typicsigeaims of a WSN, namely
gathering data. The nodes that have data (“sources”), willhave enough power to
transmit information very far, so external help is oftenuiegd to transfer data to the end
users. This is achieved by the notion of a “sink” node - fevigfone) more expensive
nodes with additional capabilities: bigger batteriesréased processing capability, and
often a second network connection to a larger network (ewgred connection to the
Internet). Limiting the number of expensive nodes keepk thie goal of cheap networks,
and as in general the major destination point for a packet ficsource node is the sink
node, this reduces the size of routing tables for each nodeelisas the amount of
communication necessary to maintain said routing tables.

x/;f

P8
? /Ofi/*:
*O///
-

Figure 1.4: Source-to-sink networking
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Regarding the data gathering role, applications for WSNgeesplit into two major
groups determined by the nature of their data gathering ary protocols are optimised
towards one or the other role. They @&eent-driverscenarios, where data is only trans-
mitted in the network when an “event” happens e.g. a persoremmr the temperature
changes; angeriodic data measuremenvhere data is generated at periodic intervals
e.g. measuring temperature every 10 minutes. There aré&tgd@narios - event-driven
situations often want a “heartbeat” message sent peribgd{@@order to maintain stable
end-to-end communication links between times when eveatidaavailable); and peri-
odic data measurement systems sometimes have a feedbacamnmisac to alter the rate
of measurement in the event of significant changes in theldaitg measured - but most
systems will primarily be in one or the other group.

1.2.2 Power issues

Power limitations are a major consid-
eration for sensor networks, as the powerg
resources (i.e. batteries) are generally scal¥
rce, and so there is the need to find a powen§
efficient way to do things in order to have |

time. The problem is that any attempt to § Y-
actually do anything (like sending or re-
ceiving messages) costs power and so thg
most power efficient choice in every case %
is to switch off the node entirely. Sensor
networks effectively need to do the mini-
mum effort necessary in order to achieve
the aims of a particular application, removing any redubdarextraneous effort wher-
ever possible.

One of the motivations behind power efficiency is the likegptbyment of sensor
networks in remote areas. If a sensor is deployed in a renmetg then going to that
location and replacing the battery in every sensor (pa#iythundreds to thousands)
will be an expensive and time-consuming operation. To givexample of the problems
that sensor networks face, we can note that the typical pavalable to a sensor node
(600-3000 mAh at 3V with a pair of AA batteries) is comparatol@ standard consumer
mobile phone battery (typically "650-1500 mAh at 3.6V). Maxm lifetime for a mo-
bile phone between recharges, even assuming that no philsmareamade, tend to not
exceed approximately 10 days (with many not exceeding 3yd)davhich is comparable
to the expected lifetimes for always-on sensor networkinfeses vary, but 4 days is typ-
ical [67]). In order to increase the inter-recharge lifezito more viable levels (months
to years), good power management techniques are required.

Indeed, the focus on working with only limited power, espégigiven that currently
battery capacity per unit volume has not made any signifizaptovements in recent
years [80], means that low power systems are and will coatiolbe a major research

Figure 1.5: Limited power sources
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aim in the sensor networks field. Although various effortshia field of nanomaterials
may well provide significant improvements in the coming geavhich may cause new
battery technologies to provide an order of magnitude orenimprovement in power
capacity, this is unlikely to increase the net available @ow&iven that for many current
nodes the battery is the major contributor to both their armweight, this improvement
will probably be used mainly to reduce the size of nodes ratten to increase their
power storage capabilities. This results in the concluianthe total power available to
any given individual node will probably not change signifittg in the near future.

1.2.3 Locality considerations

The physical environment in which
systems are deployed is also a more im- _

~
portant issue for WSNs than for most < - < N
other distributed systems. For most Inter- A NN
S /7 7 - < \
net-backed distributed systems, the pre- ;4 s \ \
cise location of a particular node is rel- / O, O \ Yo

atively unimportant. Coarse location data, Do 1
with granularity down to the level of ' \ \'\%
g i ” : vy Y

which country” (even larger units are /1

often acceptable) may be useful, but given ,) . V. 771
the speed of most links in the modern O R © X
Internet, knowledge of which nodes are N « T ~-—--_ 7
the physical “neighbours” of each other SN -

is often not required. Some distributed

systems protocols (e.g. Chord [129], Pas-Figure 1.6: Radio-based neighbour nodes
try [114]) have the notion of neighbour

nodes, and may select these based upon latency or bandwld#ésybut correspondence
between these metric numbers and precise physical disisnften non-existent.

For WSNs, physical locality is a much bigger issue. Most atgors (in fact, all
of the areas that we will look at in later chapters) will needns level of knowledge
of which nodes can be considered “neighbours”, and thatheilbased upon the ability
of nodes to receive messages via their radios (see Figurtorld@h example of this),
which is directly connected to physical locations and tharenment around the phys-
ical locations. The requirement for knowledge of neighlspaombined with the list of
the neighbours being determined by the local physical enmirent means that sensor
networks are sensitive to where they are located. Thiseppldth in a simple manner,
in that radio reception rates will be effected by distancstsvBen nodes; and in a more
complex manner, that the density of nodes in a deployed mktiwamportant, both if it is
too small (not enough sensors in a given area to achievecagipli goals; reduced redun-
dancy against bad connections/dead nodes) and if it is o (nhany nodes competing
for limited radio bandwidth). In fact, node density will datly effect both the capability
of a network to achieve the application goals and the lifetoha network [14, 53, 152].

Effective scalability of sensor networks is also an issigetially due to the local-

7
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ity issues. Firstly, in the sense of whether we can measute tige original goals of
“thousands of nodes” when most current deployments do raeexk 100 nodes. Even
in simulations, most testing is done with less than 1000 sodgecondly, node den-
sity requirements will both limit the number of nodes of thah be deployed in a fixed
area, and the maximum area that a fixed number of nodes céastioadlly cover without
breaking down.

1.2.4 New Areas

In addition to the changes to old areas, a number of reseaeels shat would not be
considered for as part of traditional networking researehirecorporated into sensor net-
works. The major additions are Localisation (Chapter 4) Bath Aggregation (Chap-
ter 6), which are both responses to the issues specific t@rseasvorks - lack of (ex-
pensive) specialised hardware and the aforementionedrpesteictions.

Localisation deals with the problem of determining the ptgisocation of a node,
and it is related to the locality issues mentioned above. mai purpose of a WSN is
information gathering, and gathered data is only usefubif ¥know what it applies to.
For example, the data “the temperature has gone up by 10atgsanot very useful, but
the information “the temperature has gone up by 10 degreesoim 3C” is a lot more
interesting. Location information gives us a context, varadiows us to actually use our
gathered data. In other systems, GPS would be an optionjJuart the relative costs of
GPS units (which are comparable on their own to the costs $enaor node), the power
requirements, and the difficulty of using GPS indoors [76hsor networks need new
solutions to the problem of Localisation.

Data Aggregation seeks to take multiple packets from noddsambine them into
a smaller set of packets before transmitting them furthier time network. The intuition
behind this is that if less data needs to be transmitted,ithrdgth consume less power. Of
course, this requires discarding some of the data, so agfipagechniques need some
information about the nature of the data and what the apitaequirements are for
the use of the data, in order to avoid discarding the impodata.

1.3 Problems

With multiple complex goals in mind, and needing to work itthe restrictions of the
application scenarios, WSNs naturally have a wide varietgroblems to deal with, a
number of which appear to be related and spread across theefeit. This would imply
that there is an underlying problem that needs to be lookezhatwe set out to try and
discover what that is.

1.3.1 Treading on the fingers of giants

Having a substantial body of existing work to start from hasdvantages and disadvan-
tages - on the plus side, WSNs get a number of existing pratdoohork from; on the
down side, existing ad-hoc networking protocols were naigtesd taking into account

8



CHAPTER 1. INTRODUCTION 1.3. PROBLEMS

the design restrictions of WSNs. To combat the problem ofgmals not being power
aware (i.e. the primary difference between WSNs and othérilalited systems), most
work in the field of WSNs has focused on finding more power efficgmlutions to the
existing problems. This is a good approach, but many of thedstrd problems being
focused on are not the actual problems.

For example, for routing, the standard problem is “what ésghortest-hop path from
source to destination?”. For wired networks, or for wirslegtworks without power
limits, this is a perfectly good question. However, it is @tep away from the actual
problem, which is “how do | get my packet to the destinationle®'. If you have an
answer to the former question, then you have a solution tdatther question, and so
people get confused between the two. For sensor networlds thdir limits, this is an
expensive mistake. The first question can be answered in a VéStéxt, that answer
can be used to achieve the application aims (get data to & sind more and more
optimal solutions to this problem can be found that will ioye the energy efficiency of
the system. But, stepping away from the first question, ast&d dealing with the full
problem directly gives you a wider range of possibilitiesd allows much more energy
efficient solutions i.e. finding the most energy-efficienthpas opposed to the one with
the smallest number of hops, as the two are often differestginreliable links between
nodes.

One of the reasons why it is easy to fall into the trap of answethe wrong prob-
lem is how the problems are viewed. Going back to the routiagrle, the idea of
a shortest-hop path is a simple way to view routing - this idea particular path for
packets works well in people’s minds. Moving from that siisfit model with “perfect”
links to a more detailed model with unreliable connectianlsarder to visualise, and so
it is difficult for programmers to envision the complete skactions trivially. To some
extent, this is another example of the original statemerindone step away from the
problem - as the problem here is not how can a set of nodes ringplean algorithm,
but how can programmers sufficiently incorporate the atboriinto their world view in
order so that they can understand how to write the code inr$tepface.

In order to find how to solve the right problems, we need to looknore detail
at why we pick the wrong problems, and then how we can tell tfierdnce between
right and wrong problems. Some effort has already been dotimifield of challenging
standard computer science metaphors, both in general f&/]radistributed systems
specifically [128], but more work is needed dealing with thkations of the issues to the
scenarios commonly encountered in sensor networks.

1.3.2 Abstract software

In the software realm, everything is an abstract constaunt,often a construct based
upon an entire series of other lower layer constructs. Bvethings we regard as a phys-
ical object (CPUs for example) are themselves abstractegiac A CPU is an abstract
concept that we use to describe certain high-level effemtented by a series of smaller
physical objects (processing units, logic gates, tramsiselectrons) grouped together in
such a way that they behave in ways that conform to certairetadhbat are useful to us.
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A model is useful in the sense that it is an abstraction away fthe complexities of the
full system e.g. what every single transistor in a CPU is deis. what the CPU is doing.
The full system simply has too many details, and in order tilifate reasoning about
the system, we think about things in a particular way (a “rabmiodel”) in order to help
build a simplified model of the full system i.e. an abstractev of the full system.
Reddy [107] and Lakoff [68] showed that the choice
of mental models is intrinsically tied to how peo- Application
ple think about the world, and looked at this for the

general case. Their work with conceptual metaphors = ~N

showed that people mentally model abstract concepts Routing
based upon experiences of physical events, describ-| _— T~
ing them as “experiential metaphors”, and we can MAC

apply this line of reasoning to computing-related ab-
stractions as well.

Many of the physical events associated with men-
tal models of computing concepts involve one or more
people doing a task that we Woul_d like the ::ompt:tei._rigure 1.7 Part of the CPU ab-
to do, e.g. the common abstractions of a “stack Osftractions
objects being like a stack of cards; the notion of a
“gueue” of tasks being like a queue of people; the entire fiéfthgent-based” comput-
ing. For simple examples like queues and stacks, the cdondattween the abstract
concept and the physical example is obvious and clear. Assons and extrapolations
based on knowledge of characteristics of the physical elahgye direct analogs in the
abstract concept e.g. we can add more people to a queue,egraople from the front
of a queue, and the same problems occur with multiple queoesg queues may empty
faster than others for example) in both the abstraction haghysical example.

When we start to move to more complex examples e.g. sendingketpiom one
node to another as being like sending a letter in the postaterlevel of detail is lost
between the abstraction and the physical example beingfasedr mental model, and
this starts to cause problems when attempting to reasog tisie model. In the mail
example, a piece of mail is only held by one person at a timd,itais impossible to
receive multiple copies of the same piece of post (a sendesead multiple copies of
an identical message, but they are separate pieces of pdsjeas it is possible for
multiple nodes in a computer network to hold copies of a paelel in some situations
a node will receive multiple copies of the same packet. Sirlyil all postal mail is
implicitly unicast, with no concept of “broadcast” mail,ttwe can broadcast data packets
to multiple receivers.

One way to remove the problems with inconsistencies in ountahenodels is to build
better models. Instead of treating data packets like posad| we can think of moving
data packets around a network as being like people exchguagimessage by talking to
each other. Multiple people can know a message, thus regollie duplication incon-
sistency, but now we have to assume that the messages agé frass person to person
correctly. In the computing system, this is achieved by the af CRC calculations, but
this is infeasible for human-to-human communication. Weated a new mental model,
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but once again our model was flawed, as there were inconsistebetween the model
that we use to reason about the abstraction and the comensyve are attempting to
model, and this will lead to flawed thinking regarding any akthe abstraction.

Furthermore, the initial creation of a new abstraction tdllbased on a mental model
of a system, and so flawed mental models will result in flawesirabtions. This occurs
when a programmer is working with a complicated system, asig\es that a higher
level of abstraction will help remove unnecessary detadsnfhis/her view of the sys-
tem. The notion of which details of the system are “unneeg$sad which are most
important is part of the mental model of the programmer whedstie is building the new
abstraction, and so flaws in that model will be reflected ireti&raction.

Abstraction Mental Model Complex system

N

is an abstract representation of
Figure 1.8: Levels of Abstraction

Deriving techniques for building better mental models isfhadlt task, and more a
matter of psychology and pedagogy than computer scienaayrsiocus in this thesis is
on working with examining and rebuilding abstractions.

One problem that may limit what we can do to improve our absias is that
it has been observed in general that “All non-trivial absicms, to some degree, are
leaky” [126] i.e. the supposed gain from abstraction - natifg@to know about the un-
derlying system supporting the abstraction - is signifigeiniperfect, and knowledge of
the underlying system is often required to be able to undedshow to fully use the ab-
stracted concept. Also, every abstraction that is used bastgoften implicit rather than
explicit), in the sense that it is generally always posdibleuild more efficient things by
working without that abstraction layer.

A possible conclusion from all the problems with abstratdids that the most effi-
cient results can be gained by designing every physicakcbhjem the quarks up, and
that software should not exist in favour of custom desigreetml-purpose hardware,
which has again been optimised to be perfect for the paatidakk in hand. Unfortu-
nately we cannot take this approach, as it is impractica foumber of reasons; the most
important being that for all non-trivial aims this would &kast amounts of time and ef-
fort, in part due to the effort of working with complete maosiehther than abstractions.
We therefore need to discover a level of abstraction thatitalsle for the systems that
we want to develop.

1.3.3 Improved choosing

The conflict of tending to think about things based on abstrestaphorical mental mod-
els derived from arbitrary experiential data v.s. the tgadif the systems that we are
dealing with being considerably different to these modeééspite our attempts to build
an abstraction that resembles our thinking) results iratéei (often high) costs.

11
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Therefore, we need to select a good middle ground, that besdpetween more ab-
straction, with a base set of primitives to work with that eleser to how we think about
things (and therefore easier to work with), and the cost af #iostraction. All abstrac-
tions take items from the lower layers and build new objdtas tan be worked with, but
the decisions about how to do this grouping vary considgrdibt all abstractions are
equal either in terms of cost or in ease of use. The cost of stnaaion is mainly down
to two factors:

e Structural resemblance to lower layers - does the abstrastdrk with or against
the lower layer structures? Working against is more expendut may provide a
structure that is easier to work with.

e Size of groupings - does the abstraction group many lowel lebjects, or only
small subsets? If there is a lack of structural resemblahes, the groupings are
often larger, and may stop users of the abstraction who doeed to use all of
the items in a group together from doing tasks efficientlyaen groups however
often provide a reduced gain in ease of use as the abstrastsimilarly easy to
use as the underlying layer.

A good example can be given using programming languagessdfwgion to a task is

created using Lisp (while working with conventional prosms), then it will not be the

most efficient design possible due to the lack of structuzabmblance between Lisp
and the underlying layers (C, assembler, processor in&ing}. A design in another
similarly high-level language (e.g. Python, Perl, Ruby)ymell be able to be more

efficient. These other languages also differ considerably the lower layers, but given
their closer structural resemblance, they have a loweratiiin cost.

However, the best choice is very much application-dependfthe problem matches
well with the semantics of Lisp, then although a more efficgution may be possible,
the Lisp solution may well be better than the solutions toatd be achieved in the other
languages with a similar level of programmer effort. Comedy, for many applications
(or at least parts of applications), designing in a loweetdgnguage (e.g. C) may well
be a better balance between efficiency and programmer.effort

The critical piece of knowledge is to be aware of the abstaatost. With soft-
ware, this is often not very obvious, and easily forgottenother fields, the abstraction
is often obvious - for example, the use of foundations in ikecture allows architects
some degree of abstraction away from the problem of whettesfre building for clay
and chalk soils that need minimal foundations; or peat argddods that require deeper
foundations, allowing them to focus on the issues of how titdithe house on top of
the foundation. With software, abstractions have oftemMtesit by other programmers,
and so the costs appear as reduced speed or increased mesageyaf the system, as
opposed to being costs of the abstraction layer, and sémathe two is often non-trivial.
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1.3.4 Sensor Networks

Much of what has been stated here regarding the notion afeettisin is not a new prob-
lem for computer science, as many years of research integmoging languages and the
extensive debates regarding the trade-offs between higitelower-level languages will
attest. Abstraction has not however been suitably dedlit wisensor networks, as later
chapters of this thesis will show that the trade-offs irgigrto the selection of a suitable
abstraction for a particular subsystem have not been dyopealysed at all levels of the
sensor network stack.

For systems where plenty of power is available, e.g. thetdpsRCs, servers and
human-portable devices focused on by the rest of distritegstems research, a trade-off
that emphasises ease-of-use and creates a high-levelalustris acceptable because it
provides substantial reductions in programmer time arateflT hese are the predecessor
fields to sensor networks and they are where we have inhaitedbstractions from,
without any significant amount of thought whether they aralbsuitable for sensor
networks.

Sensor networks are not suited to choices that emphasiseéase over efficiency.
The major factor distinguishing sensor networks from ofiedds is the reduced resource
budgets (energy, processing, memory, etc), and so thealagiaclusion is that the trade-
off between ease-of-use and efficiency needs to be revisitéis trade-off has been
correctly considered regarding the choice of programmargliages - no one, to the
best of our knowledge, is trying to write programs in PytherPerl for sensor nodes,
and the majority of code is written in variants of C - as theeeafsuse/efficiency trade-
off in programming languages is familiar to most computeersiists, but there is far
more that can be gained by looking beyond simply choosingogpjate programming
languages.

1.4 Contributions of this thesis

In order to achieve the levels of efficiency necessary to geble lifetimes with limited
energy resources, and to get good results out of WSNs, sonfee dé$s obvious ab-
stractions need to be challenged - those that are not evaideoad as abstractions - and
examine whether better abstractions can be built, or ifrduaet offs are appropriate to try
dealing with the system at a higher or lower level. Re-examithe “abstraction stack”
will allow models of thinking about sensor network probletiat are more efficient than
anything we could achieve with the current mental models.

In this thesis, we will examine various major groups of semsiwork protocols,
show how earlier work has (mis)used abstraction, and detratashow an improved
model can be derived by re-thinking the level and nature sfrabtion in the protocols.
In each case, we provide an example of an improved protocigjdé¢hat uses the pro-
posed improved model, and show the gains over traditionaltsdor the protocol type.
Many of the different protocol types for sensor networkseham implicit assumption of
a “building block” - something that is at the core of most pials of that type, without
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ever being thought about in much depth. Re-examining theieifg blocks is the main
focus of the work here.

The various different layers that we will examine interadtweach other as shown
in Figure 1.9 to provide a complete software stack for WSN iappibns. Other possi-
bilities exist for interaction within sensor network stacnd different choices of layers
(e.g. cross-layer designs), but the majority of sensor ostyrotocol design interact
as shown here. We evaluate our new views about each layey astombination of
simulation models and/or experimental validation of thetpecols that use the improved
abstractions (and comparisons to protocols that use tlamdatd” abstractions where
they exist).

Notably, although the predecessor fields to WSNs have suficesources to use
the inefficient models, the more efficient models proposed hdll in some cases also
be suitable for use in fields outside of sensor networks, @s aith abundant resources
improved efficiency is useful.

Application

A
A4

Motion B Localisation | Aggregation
(Chapter 5) (Chapter 4) " (Chapter 6)

A

A4
Routing
(Chapter 3)

A

A4
MAC
(Chapter 2)

Figure 1.9: A typical WSN software stack

In each chapter of this thesis we take apart the assumptianditierent layer, with
the chapters laid out as follows:

e MAC protocols (Chapter 2) - we take apart the notion of a MAGtpcol as a
low-layer, radio-dependent system, and build an improvedutar framework for
constructing MAC protocols

e Routing (Chapter 3) - we deconstruct the idea of “unicastslirbetween nodes,
build a new set of sending primitives, and use them to buileémergy-efficient
routing protocol

e Localisation (Chapter 4) - we challenge the concept of distastimation between
nodes, define “probability maps” for distance estimates, lauild a localisation
protocol that can handle inaccurate ranging data usingghitity maps.
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e Motion (Chapter 5) - we further re-examine the abstractidegeloped in Chap-
ter 4 (probability maps and bounding boxes), look at diffiied probability maps,
and build new protocols that can do motion detection both {Rbrtmanteau) and
without anchor nodes (Adumbrate), but without requiringtiimo-detection hard-
ware.

e Aggregation (Chapter 6) - we challenge both the use of starstatistical func-
tions for aggregation, and the notion that aggregation taaya combine all data
into a single packet. We then build a phase space repreentat arbitrary
application-specific data, and build a new aggregatioropaitthat uses the phase
space representation to significantly reduce the errordraditional aggregation
protocols.
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IChapter 2

MAC Protocols

In this chapter:We take apart the notion of a MAC protocol as a low-layer,
radio-dependent system, and build an improved modularevasrk for con-
structing MAC protocols

Most non-trivial networking systems, at the physical levebrk with the idea of using
a medium that physically connects nodes of the system, aatdghused to exchange
messages between them. WSNs are no exception, and in thizsease mainly working
with radios, with the environment around the nodes beingriedium. For radios, that
medium is shared, with many nodes potentially needing adoethe same part of it at
the same time, so we need protocols to be able to decide whartieutar node can
send messages and when it cannot. These are termed MediwasAControl (MAC)
protocols, and in this chapter we deal with the choices mades$igning these protocols
for the WSN field.

Physically speaking, for radio-based systems, there isimptstopping two nodes
from trying to use the medium at the same time, but dependirtgeexact locations and
orientations of the nodes, as well as the surrounding emviemt, the results of doing so
will vary significantly. Completion of the transmission ofreessage is a relatively easy
task, and the only thing that will generally stop this fronirngedone is other usage of the
radio by software on the node, which is information thatwafe on the node is capable
of having complete knowledge of.

Correct reception of a packet by the intended destinatiate(®) is far less certain.
Knowledge of the state of the radios of other nodes, or trectffof those radios to the
environment surrounding a node, is necessarily imperfestly due to the quantity of
unknown and changing values (such as objects around thes tioakemay absorb or re-
flect radio waves), and partly due to the problem that gelyetiaé only way to share
information about the radio of an individual node is via thdios. Additionally, future
packet rates are often unknown by the MAC protocols, as ttfitgrnation is a result of
the interaction between application and routing layersl @ossibly localisation, aggre-
gation, and other protocols as well). Even in the degeneeste with only an application
layer above the MAC, applications do not necessarily knoadwvance exactly when they
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will need to send data (especially for event-based systegesSection 1.2.1 on page 5),
and no current systems (either for simulation or real noges)ide a mechanism for the
sharing of this information.

MAC protocols therefore need to attempt a trade-off betwaering additional in-
formation between themselves and creating some level ahsgnisation on who sends
when, v.s. the cost (energy, time) of this information stgand the benefits that can be
gained given the above issues regarding imperfect infeomatAlthough transmission
is a simple matter, transmitting at the right time to makeeption possible is a more
difficult matter given the number of influences external te siending node that would
need to be considered, and that information about theselwitlys be partial. Addition-
ally, due to the lack of perfect information, no individualgket can be assumed to have
successfully been received. However, the use of retrigsingancy, acknowledgement
packets and of course careful use of the information thatésva, can improve the odds
significantly.

2.1 MAC concepts

Before we look at the existing work in the field of MAC protospive need to look in
more detail at how the problems that we have already stateel bxen considered in
WSN MAC protocol design. As we stated in Chapter 1, our thiglkabout software is
as abstractions from the real problems, in order so that wergaand piece together
a mental model that approximates the problem without owe€litay us with too much
information.

Some of the common abstractions used within existing MAGqua design are:

e Collisions - two nodes both sending at the same time is atisttdo the concept
of two physical objects colliding with each other (which &ated to the “packet
as physical object” abstraction which we will look at in maletail in Chapter 3).
The two sending nodes do not strictly speaking “collide’t, the effect of two sig-
nals both reaching the same point in space has an end regtil$ tfifferent from
either initial signal.

We then also have two special cases of collisions which aenafealt with as
separate problems

— Interference is when a (weaker) second signal is able tdréscsame point
in space as another signal, but the second signal would hfiaisntly
strong to be received even if the first signal was not presem. separation
here between the notions of collision and interference dimés the faulty
abstraction mapping between the reality of multiple sigha&ling transmitted
V.S. our attempts to create mental models.

— The Hidden-terminal problem [136] (as shown in Figure 2.¢yuvs when
two nodes (A and B) want to send to a third node (C), and nefthwear B can
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hear each other's messages. As neither A nor B can hear dagtsanes-
sages, they are each unaware that the other is sending, dnelyswill col-
lide. This is opposed to situations where two potentialgnaitters can hear
each other’s signals, and so the second (chronologica#glspg) sender
will hear the message of the first and not transmit its messagee hidden-
terminal problems usually refers to situations where bo#ssages would
have been sufficiently “strong” to be received by the intehdestination
node (C), but the “collision” stops this from happening.

A c B

O—O«—0O

Figure 2.1: Hidden-terminal problem

e |dle listening is any time when a node is listening to the satut no messages
are currently being received. This is to a certain extent, a\V¥fecific MAC
problem, as idle listening does not interfere with otherioddaffic, but it does
consume power, which is a much bigger problem for WSNs (witirthower
limits) than for other systems.

This can be inferred from the power consumption for a typi&N radio [21],
which for reception at 868MHz typicallly consumes 9.6 mA VL uA when
asleep. In other words, the radio consu@800times more power when listening
than when asleep, and in the low-traffic scenarios typicaWV&Ns idle listening
actually consumes much more power than transmitting packet WSN MAC
protocols tend to optimise towards reducing idle listening

Of these abstractions, the notion of collisions is mosréagting, because of the reasoning
behind why it has been constructed, and why it was regardegt@sssary (if only as
a default assumption given what we discussed in Chapterdrden the choices that
guide our abstract thinking). In effect, collisions and#@kmted abstractions (interference,
hidden-terminal) are an attempt to move away from the pueatog nature of radio, and
towards a digital expression of the concepts.

Although the analog radio signal is converted to/from atdiggignal inside the ra-
dio transceiver hardware, the signal itself remains furetaaily analog, and the result
of multiple signals colliding is also an analog result. Sfieally, a mixed signal from
multiple sources is also capable of demonstrating the npattbat the digital signal con-
version is looking for, such as in the BitMAC protocol [11%hich uses the notion of
multiple bit-synchronised On-Off Keying [144] signals tvikn emphasis on an analysis
of the similarity of their likely combined form given the dog nature of radio signals
to the original individual signals. Alternately, Black Biis [124] uses secondary char-
acterisitics of the messages (the length of messagesy tthidue the data within them
to also be able to work with collisions, by noting that mukigolliding messages will
create a garbled sequence of data of length equal to the &tme=bn the beginning of
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the first message and the end of the second. Both of theséidi®&or protocol design
require stepping back from the standard abstractions aagamining the nature of the
problems that we face.

2.2 Implementation Difficulties

Instead of attempting to find a new way to rebuild the buildiohack abstractions for
MAC protocols (e.g. finding a new way to view the hidden-taratiproblem by analysis
of the underlying radio signal issues), we decided to revéna the components used in
the design of more conventional MAC protocols, as our eaeigeriences have shown
that getting even a fairly conventional MAC protocol to wadkerectly on node hardware
was much harder than we expected. Discussions with other ésigners indicated
that this was not a problem with our choice of MAC protocolf buresult of the cre-
ation process for a MAC protocol at this time requiring direteraction with low-level
components of the system.

Interacting with hardware components such as radios arlthdewith their interac-
tions with millisecond resolution clocks on typical WSN ndurdware is difficult, and
this level of difficulty is something that a good abstractocess should have reduced
significantly. This indicates that there are concepts withe MAC protocol design pro-
cess that are not properly abstracted i.e. we need to buitchbstractions to encompass
areas of the design space that should have been thoughtiatzomnore abstract way; or
possibly there are existing “buried” abstractions that aeehnot yet been able to iden-
tify correctly, and can probably be used more efficientlyone are fully aware of their
presence within our existing processes.

As there appeared to be room to reduce the effort requirebuitdting MAC proto-
cols by re-examining the level of abstraction used, we detithat further exploration
into how MAC protocols are built was required.

2.3 Types of WSN MAC protocols

In order to properly rebuild the implementation processsfdAC protocol, we needed
to look what the range of possibilities was. Given all of thelpems for MAC protocols,
both the more abstract forms, and the core issues undetlyarg, a lot of thought has
gone into their designs, and many different approaches lneee considered.

Current WSN MAC protocols are usually grouped in two différeroad categories
[71]: Time-Division Multiple Access (TDMA) protocols (TRMA [104], PEDAMACS [23],
LMAC [50]) and Carrier-Sense Multiple Access (CSMA) proitsc(B-MAC [99], Wise-
MAC [33], Sift [55], as well as hybrids usually described e8MA such as S-MAC [148]
and T-MAC [24]).
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2.3.1 TDMA

TDMA protocols work by dividing the available time into “4k¥ and “frames”. A slot is
a (small) period of time, in which only a subset of all the r®{iesually one in each local
“neighbourhood”) are allowed to send messages, and a frau@éonger period of time
made up of a series of slots. Most TDMA protocols attempt gatF an environment
where only one node in any particular area can send at anyimg which should
eliminate the hidden terminal problem.

LMAC [50], for example, does this by allocating slot numbersere a node is al-
lowed to send messages (defined as the position a slot oscuiién a frame) such that
they are not re-used within a two-hop neighbourhood, stheeé node’s neighbours nor
the neighbours of its neighbours will have the same slot rerr(ib order to get around
the hidden terminal problem [136]), and therefore any ngessaent by a particular node
should never collide with messages sent by other nodes.

Some TDMA protocols (e.g. Crankshaft [42]) allocate whedeware allowed to
send to a particular node as opposed to which node is cuyrr@igived to send, but the
core principle remains the same. The difference is thaerathan allocating slots for
when nodes are senders, and allowing all other nodes to be/eex; instead slots are
allocated for when nodes are receivers, and all other natebe senders to the receiver
node.

2.3.2 CSMA

CSMA protocols allow for sending at arbitrary points in timmit before a node may
send it needs to perform a “carrier sense” operation bynistgeto the medium for a
(usually) short period of time to check whether any otherentdcurrently using the
medium before starting to send. The IEEE 802.11 MAC [52] is thost prominent
example of this technique, but it was not designed with lowgrousage in mind, and so
is not suitable for most sensor network nodes.

Another popular technique in this area is Low-Power ListgriB2], which attempts
to reduce idle listening by coupling a long preamble withgtrent short carrier sense
periods that are able to detect the preamble bytes. Predytads are normally used in
MAC protocols at the beginning of a message to “train” theeiesr (by synchronising
the carrier waves, see [105] for more details) to more atelyreeceive a packet, and are
generally only a few bytes long. In LPL, the preamble is muaigkr (1000 bytes in
some cases). The idea is that a preamble loftes long can always be detected by the
short carrier sense periods, provided said periods are me thatn bytes apart.

LPL is more expensive for the sender node, but less expeftsiveceiver nodes as
they do not need to continually sample the radio medium, ati @eneral there are more
receivers than senders, it is designed to reduce total greergsumption in the network
by reducing idle listening. This was later expanded into\tiseMAC [33] protocaol,
which uses past knowledge of the receiver state to decide wiga good time to start
a preamble sequence, allowing for much shorter preambdesltRL .
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There are also hybrid protocols which use elements of botiA£8nd TDMA. For
example, S-MAC [148] and T-MAC [24] make nodes wake and sfeeperiods of time,
with the exact intervals determined by one or more shareddidhs, similarly to the
shared time notions from TDMA protocols. During awake pésiccarrier sense methods
(as for CSMA protocols) are then used to determine when a cadsend.

2.3.3 Differences between the types

TDMA and CSMA approaches are usually regarded as being viffgreht, and even
within each approach we see many different protocols thatoalhings in significantly
different ways. Despite all the apparent differences, fathese protocols have one thing
in common - they are designed to manage the available tineiradio medium in a way
that attempts to optimise for particular useful metricsle/ending/receiving messages.
The notion of which metric (latency, energy usage, etc) istnuseful is application-
dependant, and often several metrics will be optimised ffohesame time, with some
being regarded as more critical than others.

They all do this by managing when a particular node can serstages - TDMA
protocols do this by separating the available time intosséotd allowing nodes only to
send in their slot; CSMA protocols do this by making noded$qyer carrier sense before
sending (and in the case of protocols like S-MAC, also byiwgitntil the beginning of
the next “frame”). In total, a MAC protocol must do two thinggiven an application
wishing to send a packet, determine what time this node wilable to send and send
the packet at that point; and transmit appropriate cont@okpts so that the application
layer will be able to send packets in the future.

2.4 Problems

We are now better able to explain why building MAC protocokssviharder than would
have previously been expected. Current MAC protocol dekigiVSNs covers a wide
variety of different tasks, in addition to the core item ofrraging when to send messages.
A MAC protocol is regarded as being responsible not only feciding when to send
packets, but also what to send. For example, generatingdhdard Unicast sequence
of RTS/CTS/DATA/ACK messages is usually the responsipitif the MAC protocol
after the application has provided a data packet to be seimé MAC must maintain
an internal state machine monitoring which one of these gtadklast sent or received,
enabling it to determine what packet should be sent/redeiext. This state machine is
not particularly complicated, but when intertwined witle thming mechanisms required
by the MAC, the complexity of the combined code is often muokater than simple
addition of the complexity of the two separate code pathstregggest. Additionally,
as much of this is common to all MAC protocols, there is dugilmn of functionality,
which leads to MAC protocols code size being larger than sssmy (which is related
to the code complexity increase [15]) and therefore indnegthe probability of higher
numbers of bugs.
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Another problem is that the decision about whether a MACglementation of Uni-
cast uses RTS/CTS messages (which are seen by some desigreerhead, and by
others as required for reliability) tends to be a somewhphhaard affair. Often, whether
their additional reliability is required should be a deaismade above the MAC protocol
level - better choices include at application or routingelevand so some MAC protocols
that implement RTS/CTS allow this functionality to be swigcl off and on at run time.
The possibility of this option existing is an example of atfga that may or may not be in
a given MAC protocol depending on the whims of its designetdifionally, extensions
to these basic functionalities must be separately impléadein each MAC protocol.

Given that we have a set of functionality that should be comtocall MAC proto-
cols, but certain implementations do or do not have padiciglatures implemented, we
lose out on a major advantage of common functionality: tlea ithat we can ideally use
any given MAC protocol as a drop-in replacement for any otligve could in fact easily
swap MAC protocols, then application designers would belmraore free to choose the
protocol that is most optimised for their needs, as opposdiaet default MAC built into
the system. Additionally, because the duplication of ¢ffesults in both increased bug
count due to multiple implementations of the same ideas (igast), and a system that
is hard to extend, we conclude that our initial idea that MAGtpcols needed redesign-
ing was correct; in that the current standard design brigd#&C protocols has a number
of significant problems, and therefore it should be rethbugh

2.5 A new MAC stack

Given these problems, we wish to redesign the process fatiogea MAC protocol such
that the common functionality that does not necessarilylnede in a MAC protocol
itself can be separated out. The first step to achievingshasdetermine what is common
functionality, and what are MAC-specific requirements.

We looked at separating the existing large MAC protocols Bitparts: below the
MAC, above the MAC and aXMAC layer”, which would compromise the core “true”
role that should be the part of the code that reflects the ekadt the MAC designer.
This set of layers we refer to collectively as the MAC stacid gogether they should do
everything a traditional monolithic MAC layer would do os twn.

2.5.1 Underlying Modules

Several modules are required “below” th&1AC layer. Working from the conclusions
of Section 3.2, we know that MAC protocols need to send/vecpackets, and to de-
cide when to send/receive. The first can be achieved with enbdypacket layer (no

gueueing, minimal latency, switches radio on/off only wi@d to); the second requires
medium activity detection (as part of the “dumb” packet Rysnd/or a time synchroni-
sation layer. Time synchronisation can also then be usedrtergte “frames” (periodic
timers, as used by all TDMA protocols and S/T-MAC), but it de¢o be designed such
that it will not interfere with protocols that do not requiiene synchronisation (e.g. B-
MAC [99]).
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2.5.2 Transmission Layer

The biggest question regarding how much we can pull out cdiradstrd MAC layer was
deciding what & MAC layer actually really needs to do. Or in other words, kimayv
what a complete MAC stack needs to do, what makes one MAC gubtiifferent from
another? Our conclusion was time management. One of thdasthopinions about the
role of WSN MACs is power management, and time managementeanoisidered an
extension of this - one of the time management roles is degidhen to switch the radio
on/off, but another is deciding when to start sending a pesdguence. However, once a
node has started a packet sequence (e.g. all of Unicastladt&TS message), the code
becomes remarkably generic and MAC-portable, yet is ctlgretill embedded within
the MAC. What if we could extract that - let the MAC decide whenitiitiate packet
sequences, but then hand off to a generic module to perfagradtual sequence itself?
This newtransmissiorlayer module could then be reused in other MAC protocols.

2.5.3 Time Management

Now that basic packet sending/receiving, time synchrdioisaand the sending of partic-
ular packet sequences have all been separated outMAE layer only needs to contain
time management: that is, the maintenance of the knowlebiget avhat time is a good
time to send packets; allocating blocks of time as requingdhle transmissionlayer
modules in order to allow them to both send and receive dai;switching the radio
on/off as appropriate for the individual protocol.

A block of time is simply an interval during which the radioggclusively handed
over to a particular transmission module which has preWyosjuested that theMAC
layer give itn milliseconds in order to send a packet sequence; convetisadyblocks
are also allocated when a packet comes in informing the logdé that another node
will be performing a packet sequence for a short period from and so the local node
should not give the radio over to other transmission layquests for time. Note that
when we talk about the good time to send a packet, we implytthatis a time with
a high probability that the destination node will be abledoeaive the packet, which is
information that theA MAC layer needs to keep track of as part of its time management
role.

2.6 TheAMAC framework

Given our new formulation of how a MAC protocol stack could ltaélt, we can now
define the required modules and connections for our new MAEkgsee Figure 2.2 for a
pictorial overview of how these interact), which we refeatothe thel MAC framework.

e Packet layer - responsible for the actual sending/recgiofra packet, radio state
changes (Rx/Tx/sleep) and for providing carrier sensetfons (for CSMA-based
AMAC protocols). The sending/receiving radio state heredsmib” - it does
things right now, with no options for delay or smart decisi@onsidered. In the
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Application
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$ MAC protocol
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Figure 2.2:AMAC protocol stack

case of byte-based radios, we also provide a platform-Bpégite-interface layer
(which can only be talked to via the Packet layer), and fokpabased radios the
Packet layer is a slim layer on top of the existing hardwapabdities. This allows

us to abstract away from the differences of these two pamasligs only packet-
level information is required for the higher levels of thBIAC implementation.

e Network Time layer - responsible for determining and stptime local estimate of
the current network time value in order to provide crosswoet event synchro-
nisation. This is not required by alMAC layers, but given that network time
information is useful to a large quantity of WSN MAC layers édio the energy
savings that can be made if nodes are able to agree when tt@eseive peri-
ods should be), that the information is potentially usedudther layers, and doing
accurate timing information above the MAC layer is very difft (given the un-
certainty in send times of at least the 10-msec range crégteadost WSN MAC
protocols, which may increase to 100s of msec for TDMA prote); we imple-
mented the Network Time layer here as a general service terttiee application
stack.

Responsibility for when to send packets is still the proeiné theA MAC layer,
but the Network Time layer will add its own information on gémy. The Network
Time layer will also override tha MAC layer’s decisions on when to stay awake
on a periodic basis in order to do neighbour discovery. Thegrales will make the
radio be in receive mode more than it would be normally oft, Will not switch
the radio off when the MAC wishes it to be on, or switch the oafdom transmit
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to receive mode (or vice versa). The Network Time layer heoiges the same
interfaces as the Packet layer in addition to the NetworkeTinterface in order
to allow altering of packets (for the purposes of timing imi@tion) on their way
to/from the Packet layer itself. For more information, seet®n 2.6.2.

e AMAC - responsible for time management. Allocates time btoitkresponse to
requests from the Transmission layer, at times that areidems to be “good”.
Talks to the Network Time layer in order to send its own conprackets (if re-
quired), as well as for carrier sense checking in order terdghe if the radio
medium is free for sending (for CSMA-basg@MAC layers), and decides when to
switch the radio on and off. Passes packet send requesisé@&vents from/to the
Transmission layer to/from the Network Time layer, possditering said packets
along the way. Given the roles now allocated to other laybes) MAC layer will
be considerably smaller than a traditional MAC layer.

e Multiplexer - (de-)multiplexer to allow for thd MAC to only provide a single
interface yet talk to many Transmission layer modules. Téimoves yet more
common complexity from th&@ MAC, in accordance with our design goals.

e Transmission layer - contains the Unicast, Broadcast aher @pplication-level
primitives of this nature. Requests time blocks from AMAC layer as required,
and then sends packets during the allocated time. The tiasiom layer is fully
explored in Section 2.7.

There is one limitation on the choice of MAC protocol for tA#AC layer - that it
must be possible to allocate contiguous blocks of time taathe used for both sending
and receiving by a node. This is possible for all contenbhased MACs, and for some
TDMA-based MACs, but this may require some alterations éogtotocols.

2.6.1 A interfaces

As we wish to define common connections betweenNMAC and Transmission lay-
ers to enable reuse of the Transmission modules, we needite deme standard in-
terfaces for these connections. We use here the terminaibggsC [37] to provide
common semantics, and also because our reference implainens implemented on
top of TinyOS [49] (which is itself implemented in nesC). Tadshould however be no
obstructions to implementing this with any other WSN sofevalatform.

We define two separate interfaces, AllocateTime (Table &1t MessageNow (Ta-
ble 2.3). AllocateTime defines the necessary functionéditya Transmission module to
allocate time from thd MAC layer, and MessageNow allows the sending and receiving
of messages during the allocated time. In general, a Trassoni level module requires
a single instance of the AllocateTime interface, plus ostsince of the MessageNow in-
terface per message type (e.g. the Broadcast module re@isiegle MessageNow, and a
standard Unicast requires 4 MessageNow interfaces (RTS, DATA and ACK)). The
AMAC layer, however, only needs to provide a single instarfaeach of AllocateTime
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Name

Type

Args

Return

Function

requestBlock

command

uintl6.t
msec

resultt

Request an AllocateTime period ofsecmil-
liseconds. A return value of FAIL indicates
persistent failure i.e. the requested period is
long.

requestSafeBlock

command

uintl6.t
msec

resultt

Same as requestBlock, but should only pe

called after a previous AllocateTime period has

run to completion, but has completely failg

e.g. no response has been received from any

other nodes at all.

startBlock

event

void

Called on the successful start of an Allocat
Time period. Always corresponds to the 13
call to requestBlock.

sleepRemaining

command

void

Switch the radio off for the remaining length ¢
the AllocateTime period. This is intended f¢
periods when there will be packets in the g
but none of them are destined for this node.

sendTime

command

uintl6t
length

uintl6.t

Query how long a packet é&éngthbytes should

ir,

take to be transmitted with the relevant headgrs

endBlock

event

void

Called at the end of an AllocateTime period

notifyEndBlock

command

void

Notify module on end of period. endBloc
events happen by default for locally initiate
periods (periods starting with a startBlock(
but are switched off by default for non-locall
initiated periods. notifyEndBlock() switche|
on endBlock events for the currently active A
locateTime period.

Table 2.1: AllocateTime interface

n< > o N

] Name \

Type

Args | Return | Function \

phyRequired

event

void

Indicates that a packet (any packet)
should be sent as soon as possible by th
AMAC layer in order to maintain time
synchronisation. See Section 2.6.2.2.

ne

Table 2.2: PhyRequired interface
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Name Type Args | Return[ Function
send command TOSMsgPtr | resultt | Sends a packet right now. Fails if we a
msg, uint8t already sending something. Should only
length called during an AllocateTime period.
sendDone event TOS.MsgPtr | void Called on completion of a send()
msg
setAddressFiltering command bool enable | void Enables/Disables automatic destination addr
filtering for this interface i.e. dropping all int
coming packets not destined either for this ng
or for the broadcast address. Default is not|
filter. If filtering is switched on, packets ng
destined for this node will cause sleepRema|
ing() to be called in order to avoid overhearir
the packet sequence.
receive event TOSMsgPtr| bool | Called when a message comes in that is not
msg, tered (see setAddressFiltering). Implemen
uintl6t tions should return TRUE if they wish to sta
fromAddr awake for the rest of the AllocateTime perio
and FALSE otherwise.
reservedBytes | command uint8.t | Number of bytes reserved at the beginning
the data section of the TQIsg by lower lay-
ers
setPreambleLength command uint8.t void Set length of packet preamble lengthbytes.
length Defaults to 1 if not called.

Table 2.3: MessageNow interface

28



CHAPTER 2. MAC PROTOCOLS

2.6. THEMAC FRAMEWORK

Name Type Args Return | Function \
setFrameTime | command  uint32t void | Settime between frame timenngec
msec, fuzzt milliseconds) as well as allowable fuzz
fuzz time (LOW/HIGH.FUZZ)
framelndex commang uint32t | Determine location within the current
frame i.e. milliseconds since last frame
timer.
networkTime async | networktimet | void | Geta copy of the current local value of
com- *temp the Network Timer. May or may not be
mand currently synchronised with other nodes|,
frame async void Frame Timer event. Fired only when thig
event node is synchronised to the other nodesin
the network (or has waited long enough to
confirm that there are probably no other
synchronised nodes in the local
neighbourhood).
frameGuaranteefl async void Fired when all nodes should now have
event received frame events (due to limits on
their desynchronisation set by thezz
value).
frameSkipped | async void | Indicates that one or more frame() events
event have been skipped due to Network Timer
alterations.

Table 2.4: TimeSync interface
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and MessageNow to the Multiplexer module. The Multiplexerdule provides generic
multiplexing services to create a parametrised interfadeoth AllocateTime and Mes-
sageNow, thus enabling the capability for multiple Trarssian layer modules to be
enabled in a single application, without having to deal it multiplexing complexity
in eachA MAC layer.

Individual Transmission layer modules could be impleménising a single Mes-
sageNow interface per module. However for modules thatirequultiple message
types (e.g. Unicast), the implementers of the Transmissiodules would have to both
add their own type field to the sent messages, and do de-feuitig of the different
types at the receiver side. As the Multiplexer module allémrsmultiple instances of
MessageNow already (in order to allow multiple Transmissimodules in a single ap-
plication), the Transmission layer protocol design canib®bkfied by using multiple
MessageNow interfaces, and this also removes the necéssihe overhead of an addi-
tional type field.

The interface between the packet layer andtMAC layer is much simpler, and as
this is more in keeping with traditional WSN MAC design, welwibt cover it in detail
here. The Packet layer must provide interfaces to changeattie state (Tx/Rx/sleep),
and also to send/receive packets - similar to the send/seralE2ceive commands and
events of MessageNow. For a CSMA-basedlAC layer, the Packet layer will also
require an interface to carrier sense operations. As wedtmfore, the Packet layer is
“dumb” - all of the smart decisions regarding when to sendjsten and to sleep are
decided by the particularMAC layer in use.

2.6.2 Network Time

In order for many MAC protocols to operate correctly, theguiee a mechanism to
synchronise nodes so that differing nodes can agree onsetiappening at the same
time e.g. synchronised awake times. Additionally, pladimg within the packet layer
also allows integrating time synchronisation informatieto each outgoing packet, thus
reducing the need for additional control packets whenewaga gackets are being sent.
However, as we wish the Network Time layer to not overrdddAC-layer decisions
about when to send packets, in the case where a node doesved kafficient rate of
outgoing packets to guarantee time synchronisation, thedtk Time layer will send a
phyRequired event (Table 2.2) to tA&AC layer requesting that it send a packet “soon”
in order to maintain time synchronisation.

In keeping with the idea of the Network Time layer as a genkyer, and also
because we wish to provide information to modules other thaa MAC layer, we need
to define the timing information appropriately. We startdthwhe work of Li et al [73]
on theglobal schedule algorithrlGSA), but then expanded it one step further. In GSA,
nodes keep track of a locajeparameter, intialised to zero, which is updated to repitesen
how much time has passed, and add this information to thégoing packets. Initially,
the age parameter represents how long a particular node has beéchedion, but if
a node sees an incoming packet with a greatgrthan the locahge the localageis
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updated to be the same as the incoming packet, thus allowahgetwork to converge
towards a shared timing value based on the oldest (first sedton) node'sge

In the original implementation of GSA, schedule informati@me since last frame
timer) was also distributed with thage value in order to calculate the correct cur-
rent frame timer for the MAC protocol. In theMAC framework, we have a separate
TimeSync module, which is used by tAdVIAC framework as a storage location for
the current local value of thegevalue. However, TimeSync provides periodic “frame
timers” (of variable length up t¢2%2 — 1)ms) to all application modules that require
this capability (not just MAC layers that need it) - e.g. for experiments that require
an entire field of nodes to make a measurement at the samediomwmr(monly wanted
requirement for many biological experiments being progdse sensor networks). We
do this by using thegevalue modulus the frame length to provide a frame timer every
time (localAge mod FrameTime) =.0This allows the creation of multiple frame timers
for different application modules, while only requiringghronisation on the singkge
value.

The time synchronisation implemented within the Networkn@&ilayer has some
relation to the more general field of time synchronisatioristributed systems (e.qg.
NTP [84]), but bears closer resemblance to Lamport logitadks [69], in that we are
more concerned about agreement within the network on a ealamy given time, as op-
posed to synchronising with external clocks i.e. “wall &btime. However, the mech-
anism for incrementing an individual node’s opinion of therent value for the global
clock is based upon “real” clock time, and so we can maintliatively tight synchroni-
sation between nodes without requiring continuous exobsnfitime data.

The current specification of the Network Time limits synatisation granularity to
1 millisecond, but that could be expanded in the future. Tineent limit of 1ms is a
trade-off due to limits of the current primary hardware fden (specifically, the AT-
Megal28 [7] processor, and its limitation of only having ahiBtimer active when in
“sleep” mode, which at 1ms granularity requires the prometswakeup every 256ms
to handle overflow events in the timer), but future work mayabke to reduce the gran-
ularity to allow for tighter time synchronisation.

2.6.2.1 Fuzz values

All of the periodic frame timers also have an allowable “fuzalue - if because of
updating the local clock, we jump over the time when we shdwdde fired a frame
timer, but we jump over by less than the “fuzz” value, then we fhe timer anyways.
This bounds the acceptable jitter in the frame timer eventthé event we jump too
far over the event point, the safest approach is usuallytjuskip the event entirely
and wait for the next one (e.g. not doing an awake period foDBA protocol that is
drastically out of sync with other nodes). This allows us ape& with small changes in
the network clock due to varying speeds of clocks on differmdes. We implement
this using a frameSkipped() event to signal skipping of &veand a frameGuaranteed()
event that is fired “fuzz” milliseconds after the frame() eyewhich has the guarantee
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that all synchronised nodes should have received theirdtpavent by the time a node
gets a frameGuaranteed() event.

Earlier implementations of the timer mechanism gave the fiastue as an absolute
number of milliseconds, but after this was used in severfédréint protocols we con-
cluded that this did not fit well with the use cases that we vgering. We in fact only
saw two cases for values of fuzz - for MAC protocols, with ayenw fuzz value and
frame sizes in the typically:2 second range (sometimes as low as 50 milliseconds); and
for other protocols (notably aggregation) that had mucgdaframes (10s of seconds to
minutes or greater), and high fuzz valuesl(second).

The two cases were optimising for different constraintg, this was not fully re-
flected in their fuzz values. In the MAC case, the emphasis evasa fuzz value as
low as possible (given hardware constraints). MAC proteaauld cope with an oc-
casional frameSkipped() event if the fuzz value was set i@y as another event will
arrive shortly afterwards, but the emphasis was on tightissonisation between frame
events on separate nodes. Typical fuzz values for MAC potsogere 2-4 milliseconds,
depending on the whims of the author of the protocol. Not¢ tiese numbers were
arbitrary and picked according to individual guessworkulimw tight the synchronisa-
tion between nodes was likely to be on a particular hardwiatégom (and is also related
to the overall current 1ms granularity of the Network Timéues). Also, too high fuzz
values for MAC protocols will effect their performance sifigantly, as the fuzz value
determines the separation between frame() and frameQeati), and a number of pro-
tocols will switch the radio in receive mode for that peridetgo, increases in the fuzz
value would increase this time, and so keeping it as smalbasiiple will reduce power
usage.

For protocols with much longer frames, a frameSkipped()fieroquite bad, as it
will result in much larger gap between frame() events v.etqmols with short frames.
Additionally, for most long frame protocols, tight synchisation is not required, as they
are generally higher up the stack than MAC protocols, and iides subject to other
semi-random delays (e.g. send delays from MAC or routingoaals) even if they had
tight synchronisation. Often, the goal is just “reasonabjechronisation, and the fuzz
values were again often arbitrarily picked numbers witthelithought in their decision
process.

We therefore limited the fuzz values to two values marked@#/FUZZ and HIGHFUZZ.
LOW_FUZZ will always be a value as low as possible (given platt@mecific knowl-
edge outside the domain of the users of the frame timersmiging for tight synchro-
nisation. HIGHFUZZ will be a value optimising for no frameSkipped() evenisth
current values being approximately 5% of the frame lengétiied by the user. Taking
the decision for the actual values out of the hands of thesyaed instead using a more
abstract value with clearer semantics regarding what tkee astually wants removes
most of the problems we saw here, as well as being in line \Widesign intentions of
the AMAC framework by providing code paths (platform-specificidéons about good
fuzz values) that would otherwise be duplicated in many MAGiqrols.
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2.6.2.2 Maintaining synchronisation

The most important aspect of maintaining time synchroitisgs establishing synchro-
nisation in the first place i.e. discovering neighbour nowesynchronise with. In the
Network Time layer, we use the concept of a “sync period” thiese this. Initially,
when a node first starts up, it stays awake for an entire syniodé&urrently set to 7s)
in order to discover other nodes to synchronise to. Additiignthe Network Time layer
will periodically do neighbour discovery evenysync periods. Our current implementa-
tion does adaptive neighbour discovery, searching evesridgs if no neighbours have
been discovered or every 30 periods if neighbours have btmerdf This translates to
21s or 210s (based on the 7s sync period) depending on wiatiegrnodes have been
found. One implication of the sync period length is that alkgaenust be transmitted by
every node at least once per sync period (with a PhyRequiredt deing fired by the
Network Time layer if a node is not sending enough packetspatticular time), which
causes some level of overhead. Increasing the sync perigthlevould reduce the num-
ber of overhead messages during times when the node doesattmsend packets for
other purposes, but would also increase startup times, @ssnueed to stay awake for
a complete sync period on startup. Further investigaticstiiisbeing done into better
values for the constants mentioned here, but the best valilleways be application
dependant.

One of the potential problematic cases for MAC time synclsation is how to han-
dle situations where two different groups of nodes withatight values for the network
time come into contact with each other. For some other tinmelapnisation mecha-
nisms (e.g. S-MAC's scheduling algorithms [148]) attengots made either to create a
“merged” time value from the two different network time vaty or sometimes to main-
tain multiple different reference values for the time symctisation mechanism at the
same time.

The Network Time layer does neither of these, as both saentend to lead to overly
complex situations (especially once more than two groupsepérate nodes come into
contact). Instead, the existing synchronisation methaodésl i.e. the oldest known age is
still the goal for synchronisation. For the two groups cogriimto contact - Groups A and
B, who have respectively an older and a newer network timgevalhe actions will be as
follows. Group A (older) will actually do nothing - their nebrk time values will remain
“static” (updating purely due to elapsed real time, but nastic changes). Group B, as
the nodes within it receive messages from Group A (eitheaw@dental overhearing, or
during sync periods), will effectively become “absorbeg@®roup A, because the Group
B nodes will update their network time values to be in synokwation with Group A.
This may cause frameSkipped events (see Section 2.6.21pdie incrementing of the
timers of Group B nodes, but the disruption should be shaetifor any given node.

One of the major reasons behind the relative stability ofNlkévork Time layer is
the use of the “oldest” value as a synchronisation goal, mhination with choosing the
size of the local storage variable for the Network Time vatube large enough to avoid
wrapping around within the feasable lifetimes of most senstworks (34 years with the
current implementation of 40-bit timers). Even if large gtitees of nodes are repeatedly
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reset (including the “oldest” node) the “oldest” value wéhd to be maintained within
the network, provided at least a single node still retaies/tiue. Part of the logic behind
this choice is that new “oldest” nodes are likely to appeé&enuently in a network (as
node failures should not cause the creation of “older” npdesd most nodes will only
have to do significant “jumps” in their network time valueslgan during their lifetimes.

As jumps are disruptive to any processes relying on the NdtWione value, reducing
the number of jumps should be a priority for a Network Timeteys

2.6.2.3 Criticism

One possible criticism of the Network Time layer, when casted to the choices of
timing mechanisms in earlier MAC protocol designs, is thattempts to generate “net-
work” time synchronisation, when most MACs are quite hapjthwwerely local (1-hop
neighbours only in many cases) synchronisation. Firsiggrgthat time synchronisation
is difficult to achieve above the MAC protocol level, and itisiseful primitive to other
layers (which would not need to do additional synchronisatvhen using the Network
Time system), doing network synchronisation at this lesel good idea.

Secondly, as many MACs need local synchronisation, we duttvai our generic
network time sync mechanism is not actually much more caraf#d (either in terms
of messaging or processing overhead) than most time synbhanistns designed for a
specific MAC; indeed, it is simpler than some MAC protocol gynechanisms [22],
while providing the required level of synchronisation foose protocols.

Thirdly, our anecdotal experiences while speaking to oMAC designers, com-
bined with our experience of doing this ourselves, is thahgldime synchronisation
correctly on real nodes Isard, and it tends to dissuade many budding protocol builders,
when their effort should be focused on the things that madie MMAC protocol different,
not the common features that they should have provided &nth

We conclude that given all of these issues, the creation afreeigl-purpose time
synchronisation layer and providing it as an automaticiseref our framework is a
good choice for most MAC protocaols.

2.7 Transmission layer modules

In this section we will look at how to implement Transmissiager modules, with a
focus towards the standard set of WSN Transmission modulé&spoof theA MAC lay-
ers, i.e. the set of functions that would be expected fronaadstrd MAC protocol. An
exploration of what can be done with non-standard modulgs3$&ction 2.12.

2.7.1 Notes on Transmission module design

Before we go into a more detailed look at how to build basim$maission modules, a
number of features of the MessageNow and AllocateTimefaxtes should be noted:
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e The point of an AllocateTime period is to acquire blocks afdiin order to send
packets with a reasonable guarantee about a node’s neighbeing in a state
where they are able to receive packets. A node does not néedincan Allocate-
Time period for any other purpose.

e The AllocateTime period (as marked by a startBlock() eventnly started when
a certain level of guarantee can be given that the radio medill be at least
relatively quiet. In CSMA-based protocols this will be dovia a carrier sense
mechanism of random length (to resolve contention issusgdes multiple nodes
wishing to start AllocateTime), and in TDMA-based protaciis is guaranteed
by the time slot mechanisms.

e The AMAC layer will piggyback information about the remainingléd¢ateTime
period on outgoing packets, in order to place other nodesthe AllocateTime
state as well.

e Once an AllocateTime period is started, it cannot be stoppEuis is because
of the difficulty of telling other (possibly asleep) nodestbis change of plans.
A node can be told to go to sleep for the rest of the time periogdver (via
sleepRemaining()).

e Setting setAddresskFiltering() is recommended for all grots that set the desti-
nation address to non-broadcast addresses, as this willeetieeA MAC layer to
reduce the level of calls to the Transmission layer, and aldb simplify Trans-
mission layer design by avoiding duplication of addressriitty code. Thd MAC
layer will also be able to use the transmitted AllocateTirakig to avoid overhear-
ing the rest of this packet sequence.

e A receive() event's return value says whether to stay awakehie rest of this
AllocateTime period or not. This is automatically handlsthg sleepRemaining(),
and the Transmission layer will not generally need to cakpRemaining except
in certain special situations (for example, if you wish toaiee packets for a short
period after receive(), then go to sleep).

2.7.2 Broadcast

Broadcast is simply implemented on top of a single MessagedNal AllocateTime pair.
Sending is implemented as follows

1. Call requestBlock() for sendTime(packet length) méliends
2. On startBlock(), call send().

3. On sendDone(), call sleepRemaining()

Receiving is also very simple, as all instances of recewd(yeturn FALSE, as we will
no longer be receiving additional packets during this erio
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2.7.3 Unicast

Unicast is somewhat more complicated than Broadcastydagtiause it can have vari-
ants both with and without RTS/CTS. For the case with RTS/CAis example im-
plementation runs as follows. During the initialisationtbfs module, we should call
setAddressFiltering() with TRUE, and sintrol lengthto the return value of sendTime(0),
as this is the length of a control (RTS, CTS or ACK) packetanse they contain no data,
only MAC headers.

To send a packet, we first calculggackettimeas sendTime(packet length) +&@n-
trol_lengthplus some platform-dependant allowance for processingaudtid state tran-
sition delays. We need &ontrollengthintervals for the RTS, CTS and ACK packets.
We then call requestBlock() withackettime. On startBlock() (as we have a reasonable
guarantee about the time slot, so we can start immediateé/start to cascade through
the RTS-CTS-DATA-ACK sequence i.e. we send an RTS packegusend(), wait to
receive a CTS, then send a DATA packet with send(), then waideive the ACK. We
return FALSE from the ACK receive in order to sleep for any tefer processing time.

At the destination receiver node, we first see a receivef) aitRTS packet. As this
is destined for us, we return TRUE from receive(), after fisdting a task to send a CTS
with send(). Then, the receiver waits for DATA, sends an ACithveend() and calls
sleepRemaining() (in order to go to sleep for any remainéfgdver processing time).
Other nodes that are not the destination for this Unicastessce will automatically filter
out these messages and go to sleep (due to the use of setgfeittezgg()).

This is a simplified description for an example Unicast megdand our complete
implementation includes retries for lost/missed packétswever, it gives a flavour of
how Unicast can be implemented on top of A/ dAC layer.

2.8 Integrating existing MAC types

Now that we have shown how we in-
tend to split up existing monolithic MAC Send Timing
protocols into a more generic and reusable l_ _l
stack (Section 2.6), and described how
that stack works (Sections 2.6.1, 2.6.2

Sender Allocated Receiver Allocated

and 2.7), we need to go back and show . 5

that all of this can work with existing ot sorg { Crankshaft |

MAC protocols. ext Sender
We divide WSN MAC protocols into ;

3 groups as shown in Figure 2.3. We ini- Ay I

tially divide protocols into send timing ;oo
allocated according to a “good” time for P A i
the sender v.s. “good” time for the re-

ceiver - this separates out protocols like Figure 2.3: WSN MAC protocol division
Crankshaft [42] (which allocates when
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to send a packet depending on the destination address okatp&om the majority of
other protocols. To our knowledge, only Crankshaft and PMA&4] use this scheme.
We can then further subdivide sender-allocated protoottsfixed v.s. any next sender
node protocols. This is approximately the division betw&&MA- and CSMA-based
protocols, with T-MAC and B-MAC [99] both being in the lattgroup (despite the dif-
ferences between the two) and LMAC being an example of TDMA.

In the next two sections we intend to describe our implenemts of aA MAC im-
plementation of T-MAC (Section 2.9) and LMAC (Section 2.1%)e will go into further
details of the protocol implementations in the relevantisas, but given the built-in
concept of time allocation due to the scheduler mechanisrea¢h MAC protocol, con-
version to the\ MAC framework was relatively simplel LMAC caused more difficulties
due to the single-sender semantics of TDMA time allocatimn,as we will show, was
still feasible with some minor modifications.

B-MAC [99] is a prominent example of a different type of protd, despite our
grouping it with T-MAC - no consistent scheduling, contihgampling of the radio
medium (using LPL in B-MAC's case), and a complete lack ofitani time manage-
ment. One of the challenges for tAédMAC framework was to be sufficiently flexible
to be capable of implementing such a protocol, while stitiyiding the same level of
functionality as with other MAC protocols. However, despibe differences to other
protocols, most of the issues that we would expect to eneowhring the implementa-
tion of AB-MAC have already been dealt with during our creatiomdMAC (which
follows from our grouping of the protocols together). Implenting B-MAC given our
work on T-MAC requires two significant blocks of new code - Lt channel sampling
can be implemented like the active/sleep periods of T-MA€ (Section 2.9.1), except
much shorter and with a fixed awake time rather than T-MACisaihgic one; and use of
the setPreambleLength() function of the MessageNow exter{see Table 2.3) is needed
to allow for the longer preambles required by LPL.

We believe that by showing that T-MAC, LMAC and B-MAC can bepiemented
with the AMAC framework, and by providing data from our experimentaring the
first two on our testbed, we adequately demonstrate that M&C framework is suit-
ably generic to be able to be a base for implementing the iyajofr sender allocated
MAC protocols. The receiver allocated group is a signifibastnaller subsection of the
entire range of current MAC protocols, but as the referemg#eémentation of Crankshaft
is based upon our work here, we do not believe the differeaesreconcilable. In Sec-
tion 2.14.1, we outline some possible extensions toAtRAC Framework that would
both fully enable receiver allocated protocols, and redhedevel of effort required for
implementing TDMA protocols.

29 AT-MAC

So far we have mostly looked at generic concepts dMAC layer. In this section, we
describe our implementation of tAd-MAC layer, based on T-MAC [24] for TinyOS [49].
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2.9.1 Scheduling

T-MAC is a CSMA-based MAC Pro- a t Vot Vot
tocol, derived from S-MAC [148], but
with adaptive duty cycling. The adap- Active time
tive duty cycling is based on the ideas-mac —I_!m|m [ L
of going to sleep shortlyT(/A millisec- N |
onds, defined by the time needed to re- Active time M M
ceive a minimal packet, process it, and-MAC IF Seer e I o
send another minimal packet) after the N I

last “interesting” event - which can be
a message going out, another messaggigure 2.4: Scheduling with different MACs
coming in or the periodic firing of a
frame timer every so often (see Figure 2.4). The frame tiraegth is a trade off be-
tween energy efficiency (with longer sleep times betweenkawseriods) and latency
(due to the length of sleep before the next time we can sendikepa

We took the implementation of T-MAC for TinyOS, and adaptedoi provide a
AMAC layer, including the removal of its integrated Broadcasd Unicast function-
ality. Adapting the existing T-MAC protocol to provide tReMAC functionality was
relatively simple. We used the frame timers from the Netwbirke layer to remove a
lot of the complexity from T-MAC (68% smaller code base, seett®n 2.11.1), includ-
ing the removal of a significant part of the existing code Wwhi@s dedicated to schedule
synchronisation (including discovery of new schedulesdj@now subsumed by the Net-
work Time layer (see Section 2.6.2.2). On a requestBload() £T-MAC places the re-
guested amount of AllocateTime into a nextAllocateTimealkle. When T-MAC would
normally check if it has a packet to send[-MAC instead checks if nextAllocateTime
is not 0, and if so requests that the packet layer do a caeiesescheck. If the carrier
sense returns an idle radio medium, then startBlock() ied¢@ndA T-MAC waits until
the end of the AllocateTime period before doing anything elMessageNow send() and
receive()’s pass almost uninhibited through MeMAC layer. Notably, the send() is not
delayed waiting for anything else to complete, but is passealigh to the packet layer
as rapidly as possible. If we get a phyRequired event (a stduen the Network Time
layer for a packet to be senf)T-MAC sends out a Sync packet - a packet with no actual
data payload, and only containing timing information in@rtb maintain the inter-node
time synchronisation.

2.9.2 Testbed data

In order to test whether th#MAC concept was viable, we compardd-MAC to the
existing T-MAC implementation. Our testing was done on tihNOHe platform, a WSN
node derived from the mica2dot design [48]. We wished to khvdtether the switch-
ing from a monolithic MAC protocol to the separatdadMAC design had affected the
compiled program size for a complete program (includiigMAC, the AMAC frame-
work, a simple test program and the standard TinyOS systeata)conaximum packet
transmission rate and awake/sleep ratios.
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] | ROM Size | RAM Size | Maximum packet rate

T-MAC 22518 2123 9.9 packets/second
AT-MAC 21678 2192 9.3 packets/second

Table 2.5: Continual sending test

] | ROM Size | RAM Size | Duty cycle at 1 packet/second

T-MAC 22726 2133 14.3%
AT-MAC 21798 2202 14.4%

Table 2.6: Broadcast cycle time test

For our application testing, one of the example T-MAC amilans was used - a sim-
ple radio testing application. All packets in the test aggtion had 10 bytes of dummy
data in them, and all experiments were run for 60 seconds.dpited the application
with nesC 1.2.4 and gcc 4.0.2 for the AVR.

To test the maximum output packet rate, we used a versioneo@piplication that
sends broadcast packets continually. Notably, T-MAC wasdesigned as a high data
rate MAC, but we felt this was still a useful reference testating for similar perfor-
mance between the two implementations. The result of tlsisaiee in Table 2.5, and
show a reduction of the packet rate of only 6%, which for anptingised reference
AMAC was we felt was an acceptable loss.

We also tested the active duty cycle of the protocols whitelsey 1 test packet every
second. The result of this test are in Table 2.6, which shbasthe change to theT-
MAC implementation resulted in &1% increase in the amount of time that the node
needed to stay awake in order to send the requested packets’14% duty cycle is
quite high for T-MAC, but this is due to a combination of a 610frame timer and a
69mMsTA, giving a minimum duty cycle of "11% even without any packeting sent,
and optimisation of the core protocol implementation camgrove this significantly.

Note that for both variations of the test application (Sat®.9.2) that the compiled
ROM size when usind T-MAC was reduced by approximately 840 bytes v.s. using T-
MAC (the exact reduction varies, depending on the level tihaipation that the compiler
was able to do for the particular application).

2.10 ALMAC

LMAC [50] is a TDMA-based MAC protocol, aimed at giving WSN reslthe oppor-
tunity to communicate collision-free, and at minimising tbverhead of the physical
layer by reducing the number of transceiver state changbe. MAC protocol is self-
organising in terms of time slot assignment and synchrtinisastarting from a sink
node (specified by the application). Upon start-up, the simdte sets a frame schedule
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and chooses the first slot in the frame as its sending slott, dar-hop neighbours re-
ceiving the sink’s transmissions, choose their sending $lased on the frame schedule
of the sink node. This is then repeated for all next-hop rigigins. When an application
wants to send a message, LMAC delays the transmission hiatitart of the node’s next
sending slot.

2.10.1 Implementation

We created a TinyOS implementation bt MAC based on the protocol description and
the OMNeT++ [138] code available from the LMAC authors. Hord synchronisation
between the nodes, we used the Network Time layer, and soatdeeo use a frame
timer to determine the start of each slot. This way, all ncalg®e on the start time of
all slots. When using a frame timer to determine only the sthgach LMAC frame,
intermediate clock updates during the frame may lead tocinate start times of slots
near the end of an LMAC frame.

Although AMAC supports sending multiple packets in a single slot, inA®/it is
only possible for a node to transmit a single message perefrafine authors suggest
gluing together multiple messages to the same destinatigmelvent high latency, but
this suggestion is not implemented in the available OMNePp#agram code. To make
our results comparable to the OMNeT++ implementation wedwdable, we did not
implement this feature either.

On a requestBlock() calh LMAC sets a flag indicating that there is a packet waiting
to be sent at the node’s next time slot. During its time sloipde will always transmit a
packet. If a node has no data to send, an empty Sync packettitodeeep the network
synchronised. OtherwiskLMAC calls startBlock() and waits until the end of the time
slot to call endBlock().

Since a TDMA-based MAC-protocol does not need the full Usiié8l S/ICTS/DATA/
ACK sequence to keep other nodes from transmitting at the $imne, we created a Uni-
cast module that only sends the DATA packet. As the TinyOSsags header already
contains information about destination node and packeftterhis information was re-
moved from the LMAC-specific header.

2.11 Testing

We performed a series of tests comparing AMAC versions of LMAC and T-MAC
to earlier 'monolithic’ implementations. In the case of TAI, we had the existing
implementation for TinyOS to compare against. As there waexisting TinyOS code
for LMAC, we had to work from simulation data. Our simulatimork is based upon the
simulation framework from [71], with various parametergtébtimes, frame times, etc)
altered in line with the parameters used by MéVIAC implementation.

We used two tests: a Unicast test (Figure 2.5), with all negesling to a single 'sink’
node; and a 'Cloud’ test (Figure 2.6), with two nodes dedigthas A and B trying to
send packets to each other, while the other nodes send lasiatita around them. In the
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Figure 2.5: Unicast test

case of the Cloud test, we measure the packet success rhtesagtess rate for packets
between A and B, ignoring all other packets. The testbed idateom our deployed
network of 24 TNOdes, with power levels set to create a siaglenetwork with all 24
nodes within one hop of each other; the simulation data ¢sfedsn a single-cell network
with 24 nodes. LMAC was set to a slot time of 50ms, with 32 slgiging a 1.6s frame.
T-MAC was set to the standard frame time of 610ms in all cases.

As can be expected from this form of multi-environment ekpent, we encoun-
tered a number of rather unexpected results; however, thel&a does show a number
of useful things. The Unicast test showed remarkably simmilanbers for both of the
LMAC implementations - we expected the drop-off curve ilfated on the graph as we
start to exceed the 1 packet/frame limits of LMAC. T-MAC, dwe tother hand, shows
a significant difference in the data. Both versions of T-MAlGsirate the characteristic
curve of an overloaded network, bAT-MAC appears to be suffering from additional
factors reducing its capability to transmit and receivekpég successfully. As the packet
sizes are relatively unchanged between implementatiowmtstheey both require the same
amount of sync packets in order to maintain time consisteweyare currently unsure
as to the cause of this drop. However, noting the good data Il AC, we suspect the
issue remains in ot T-MAC layer rather than tha@ MAC framework.

The Cloud test was designed as an example of a test that LMAQigkucceed at,
as illustrated by the near-perfect line of the simulationA®4 One current issue with
the simulation environment is its lack of detail regardihg guality of radio links, and
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Figure 2.6: 'Cloud’ test

this is is probably whyA LMAC is unable to sustain data rates at this levall-MAC
on the other hand, outperforms monolithic T-MAC on this tsbbwing that the earlier
performance drop does not necessarily hold for all apjptinatcenarios. This result,
in combination with the results from Section 2.9.2 furtheows that the problemsT-
MAC encountered in the Unicast test will not occur in all apgtion scenarios, giving
greater confidence in its general applicability.

2.11.1 Code Size

To check how large the implementations of the core module® weeach case, we
measured the nesC code with SLOCCount [140] (Source Lin€30@€).A T-MAC and
ALMAC's proportion of the total stack is in Table 2.7. Note tliais is lines of code for
theAMAC layers only, as opposed to the earlier data in Sectior22eparding compiled
size for a complete application.

| Component [ Lines of Code| % of MAC Stack |

MAC Framework 3961 Variable
AT-MAC 1426 26%
ALMAC 814 17%

Table 2.7:AMAC sizes
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For AT-MAC, we had an existing TinyOS implementation, and so waéd¢compare
AT-MAC to the older implementation. The original “monolithiT-MAC had a total of
4367 lines of code v.s. the 1426 lines bT-MAC, making A T-MAC only 32% of the
original size. Notably, we do not count the lines of code i@ MAC framework itself
that are required b} T-MAC, as we only count the code that would have to be written
by someone building a new implementation of the MAC protasaach case, which is
the point of the code reuse due to the MAC framework.

2.11.2 Power tests

To further check the performance »T-MAC, we wanted to measure its power usage.
Unfortunately, the existing TinyOS T-MAC implementatiantied out to be not switch-
ing off the radio as much as it we would expect, causing unpegrer data and hindering
direct comparisons. Therefore we decided to stick to seeharhere existing research
(i.e. the original T-MAC paper [24]) provided us with examplof how a T-MAC imple-
mentation should behave in terms of power used. We used destmp-node, unicast
sender-receiver pair, with the sender node transmittingcket/second.
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0 b “\ ! I I ‘ i Y- I x
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Figure 2.7: Basid T-MAC power trace

Figure 2.7 shows "1.5 seconds of the power readings fronagiplcation, withA T-
MAC demonstrating the classic T-MAC “awake for short timkep for long period”
graph, clearly demonstrating good synchronisation betwee two nodes.
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Figure 2.8: Detail of DATA/ACK sequence

Figure 2.8 shows a detail from part of a DATA/ACK sequenceéhwiite nodes. Be-
tween 6.768s and 6.784s the DATA packet is being transmitted the ACK is being
transmitted between 6.784s and 6.796s.

The amount of power used, and the relative amounts of timet$pdransmit and
receive mode appears to be consistent with our expectdtoasd-MAC implementation
(see Figure 2.4 for the typical T-MAC power sequence), guis additional confidence
in the ability of theA MAC framework to correctly implement this protocol.

2.12 Further Transmission modules

In this section we look at some Transmission modules thabeaimplemented on top
of the AMAC layer that would not be considered part of a standard MA@qzol, but
would provide useful additional primitives for other amgaliions. Notably, these would
be non-trivial to add to most normal MAC protocols, as we waeither have to try and
build them out of Broadcast and Unicast operations, whichldvbe significantly sub-
optimal; or we would need to rebuild the MAC entirely. Our mtat approach makes
these additions not only possible, but relatively easy.
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2.12.1 EXOR

EXOR (Extremely Optimistic Routing) is a “one send, manyliesyj approach to reliable
multicast for routing protocols, first explored by Biswasl&orris [13], and an extended
version is proposed by the Guesswork routing protocol (fig @hapter 3). Both variants
can be implemented on top of the MessageNow and AllocateTitegfaces, but would
require significant effort to implement inside existing MAgbtocols.

An ExOR sending node sends a packet that not only contairdatiagfor the packet,
but also a list of other nodes that should respond (in therdids they are meant to
respond in). Every node that is in the list that receives Heket waits sufficient time for
all of the earlier nodes in the list to respond, and then sand&CK to the sender node
(see Figure 2.9). This can be used for a number of things -famele, implementing
Reliable Broadcast, as the sending node knows that all nibdést receives an ACK
from have received the packet; or making a best-effort hext-transfer in a routing
algorithm (by using the ACKs to implement an election med$manto pick the “best”
possible next-hop node that has correctly received thénatigacket).

Transmission Time

ACK|ACK | ACK| ACK
Data from|[from|from|from
3 2 4 1

Figure 2.9: Example ExOR packet timeline

From the point of view of implementing EXOR as a Transmisdayer, it can be
considered as a variant of Unicast, with no RTS/CTS and asefireceiver nodes, all
of which need to pause a variable amount of time before sgrt&ir ACK packets, and
then call sleepRemaining() to avoid overhearing the remgiACKs. As the destination
address field is invalid in this case (as there is a list ofidagon nodes later on in the
packet), we need to switch off address filtering (using sdtassFiltering()) and do the
separation between destination and non-destinationvesceodes in the Transmission
layer. We will revisit EXOR in Chapter 3, and show there howah be built in more
detail.

2.12.2 Priority Queueing

Another possibility that arises once thA&1AC layer has been implemented is priority
queueing [74, 132] which has been requested by variouscapiplns - namely, allowing

for messages to be sent out in an order different from thathvtiiey were received

(either from other nodes in routing scenarios, or events fiacal sensors). In standard
MAC protocols, the “send” method is a fire-and-forget corniéep once the “send” has

been called, cancelling the message (or even being awardether the message is
gqueued or actually being sent right now) is impossible.
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However, using thd MAC layer, a priority queue can be implemented. Specifically
that requestBlock() corresponds to the normal “send” ealt] that although the corre-
sponding startBlock() would normally be the time to senddtiginal packet, any other
packet can be sent. To implement a good priority queue, stBleek() should be called
when there is a packet to send out, but with a length apprtepigathe maximum size
packet that we may wish to send. On startBlock(), we then sleadighest priority
packet that we have on hand (which may well have arrived sheeeequestBlock() call),
and call sleepRemaining() on sendDone() to trim the lisigime appropriately to the
length of the packet we actually sent.

2.13 Related work

At some levels, the core concepts DMACs v.s. traditional MAC protocols can be
viewed as similar to the micro v.s. macro-kernel debate imventional operating sys-
tems. In common with microkernel design [34, 106], MMAC layer is able to separate
out parts of a WSN application that would normally be congdex very complex part
of the system (as both MAC layers and operating system keinajeneral tend to be
regarded by many programmers as “here be dragons” areadey, and these separated
parts are then able to be altered with a significantly lowancle of affecting the rest of
the codebase.

Polastre et. al [100] proposed the Sensornet Protocol (&R)provided a greater
level of control to applications wishing to influence the ides made by lower level
protocols. Their system created a much more horizontagddsr the various levels of
an application stack, as opposed to the more traditionsiceédesign in normal MAC
protocols. The horizontal design allowed a lot of controbpplication-level, with the
trade-off that an application was able to tweak core parth@fMAC layer that could
potentially introduce significant instabilities in the MAGnless the application was fully
aware of how the particular MAC would react to those chandgeshe A MAC design,
applications have large quantities of control - they caacalte arbitrary blocks of time
and do pretty much whatever they like during this time - buaiway that preserves
the integrity of theAMAC layer, as it is able to delay AllocateTime requests uittil
is a “good” (for values of “good” defined by the individuAMAC layer) time for the
application to have control. THEMAC separation of control, with most timing control
out of the hands of the application designer, allows formtgasafer, and simpler design.

Ee et. al [31] attempted similar goals, but for routing poatg. Their approach
looked at providing a generic toolkit for building routingogpocols, and for creating
modules that could be used to piece together protocolsjding the possibility of new
hybrid protocols built from parts of earlier protocols. Theish to do this as opposed to a
framework design such as we proposed is possibly indicafigevider variety of options
in routing protocol design, as opposed to the relativelylssed (time management) that
we have identified here for MAC protocols.

Cross-layer design, interlacing MAC design with other pool layers (typically
routing [75, 95], although localisation protocols havedisen integrated with MACs [5]),
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is another direction that has seen some effort in MAC deskgr. some cases e.g. the
EXOR transmission module (Section 3.3.2), MdAC framework allows building mod-
ules within the MAC stack that are designed to work closelhwther layers (the Guess-
work routing protocol in Chapter 3 in this case), thus emaplimited aspects of cross-
layer design without the tight bindings between layers (amblsequent restrictions on
choice of MAC protocol) that is typical of most cross-layesayn.

2.14 Conclusions

We set out to redesign and rethink how MAC protocols are aesidor WSNs, to create
a new and improved design concept, and to modularise comumatiénality. We have

managed to do this, providing new capabilities and a refedtske on the role of a MAC
in the WSN network stack. The reduction of the role of a MAC peat to its core feature
of time management, by separating out the Network Time lay@rovide application-

wide time synchronisation, as well as the Transmissionrlemyedules to allow for clean

separation of the logic required for features like Unichag given a new look at an old
topic.

From our testing here, we have managed to show that our i@iteanpt at a reference
AMAC layer (A T-MAC) was able to achieve similar performance, both in teohdata
rates and power usage, to a traditionally designed MAC puobtdout with a significant
decrease in complexity. Lines of code is not always a gooidatadr of system complex-
ity, but the reduction of duties required »T-MAC v.s. monolithic T-MAC is. We were
also able to show that LMAC, a TDMA-based protocol that weessted to be a difficult
case, turned out to be not so hard to implement. Some modifisato our existing work
were required, and more work withLMAC is required, but it has already managed to
show good performance v.s. existing work with traditiopalésigned implementations.

In contrast to the areas that we will look at in later chapteravious MAC protocol
design turned out to be less abstracted than the more ogomalve have shown here;
as opposed to higher levels of the protocol stack which tenthte the problem that
abstraction has been taken too far, and needs reducing tarea suable level. We
postulate that this has to do with the perception that a MA&qmol is a very low-level,
heavily hardware-dependant protocol, that should belyightegrated with the particular
radio hardware. TinyOS 1.x, with its multiple network stadkr different hardware
platforms is a clear expression of this belief. In contrast, example implementation
here is almost entirely platform-independant code, witly &me most basic of timers and
radio interfaces being platform-specific, and we still hawgilar performance to tightly
integrated stacks.

By implementing two significantly different MAC protocolse have shown that our
framework is sufficiently generic to be used by the wider camity as a general-purpose
MAC creation framework. Especially for experimental ptaiths, the importance of al-
lowing people to extend existing work without having to keint the wheel cannot be
overemphasised. The emphasis on the use of platform-indepé code is a key ele-
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ment of this, as it makes porting to a new hardware platfortmglvhappens relatively
frequently in WSN research) not very difficult at all.

2.14.1 Future Work

Certain adaptions of the AllocateTime interface would allfurther integration with
other MAC protocols, and enable more efficient implemeatetiof TDMA-based pro-
tocols. Extending the AllocateTime interface to providerenmformation about what
nodes are the destinations of the packets to be sent dugngtérval would allow bet-
ter allocation by TDMA schemes, and possibly noting thataiertime slots are more
reliably allocated than others, as most TDMA protocols hanee reliable guarantees
about the lack of other nodes transmitting v.s. CSMA protoedth carrier sense. In
general, finding better ways to specify more informationuatibe usage patterns for a
given AllocateTime slot in a generic way to tRéVAC layer will help smartet MAC
protocols allocate time more effectively. We would alselitkb explore possibilities for
more types of Transmission modules.

We hope that one of the side effects of our creation of XMAC framework will
be the creation of more MAC protocol implementations forylx$, as many new MAC
protocols are currently only implemented in simulationd ammulation is a poor guide
to how something as low-level and radio hardware dependaat MAC protocol will
behave on real hardware.
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IChapter 3

Routing

In this chapter:We deconstruct the idea of “unicast links” between nodes,
build a new set of sending primitives, and use them to builceaergy-
efficient routing protocol.

Packet routing is a problem common to all networks; big andlmwired or wireless;
electronic or physical - we all want to be able to transfemgdrom point A to point B.
The wider field of distributed systems deals with a problemilsir to the real world -
how do | get from any point to any other point by passing messdigm one node in
the system to adjacent nodes. The canonical example here Isternet, with clients
wanting to get data from servers, and needing a way to estehlusable route between
the two. For most wireless sensor network problems, theiredjuouting is often less
complicated given the data patterns, but we need more aifisgutions for the paths to
be viable.

In all cases of routing, you want to do this efficiently, bug timetrics for efficiency
vary from situation to situation. For conventional netwgrithe emphasis is usually on
bandwidth and minimum latency, along with generally coesity all links between
nodes as being perfect. For situations where the links goerifact (e.g. wireless links),
the imperfection is masked by retries and acknowledgemémsffect, a “perfect” link
with reduced bandwidth and increased latency can be créatedan imperfect link.
TCP [101] is the most commonly used example of this, beind tsereate perfect end-
to-end links from imperfect links despite its known issuathwireless systems [9, 10,
29, 82, 1486].

For sensor networks, high bandwidth is not very importaw, latency is often less
important, and due to the low-cost hardware our radios aenaif lower quality than
most other wireless networks. As we discussed in Chaptérelnbst important metric
for sensor networks is power consumption, which conflicthwainy attempts to actu-
ally do anything. To create a minimum power system, we neeuldate a system with

Most of the content in this chapter has been published ass§&umrk: Robust Routing in an Uncertain
World” by Tom Parker and Koen Langendoen at the 2nd |IEEE matigmnal Conference on Mobile Ad-hoc and
Sensor Systems (MASS 2005) [2]
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non-zero bandwidth and non-infinite latency, while doing thinimum effort over a
zero-bandwidth/infinite-latency system such that we cavige what the application
needs and (preferably) nothing more. The strictness oéthetrics may vary, given the
possibility of state space explosion when many differenicds are possible for a route -
the routes being chosen often only need to be “good enoughperfect. If for example
we only need a system to run for two months, reducing poweswmption down to the
level where it could run for a year is not necessary, esfggdiale can improve the level
of services (bandwidth, latency) that we provide to the igpfibn.

3.1 Sensor Network routing

Given the new emphasis on power management as the key nmet#t,routing proto-
cols have a number of significant problems when applied t@Més Sensor Networks.
The major trade-off for non-data overhead in a routing okds between adaptability
to changing network conditions and maintenance overhagdhts trade-off illustrates
clearly the issues with WSNs vs. conventional wired netwdliksited power, limited
memory storage, limited processing, etc). For conventinatworks (e.g. the Internet),
adaption is minimal, as most of the nodes tend to be statitathted and maintenance
overhead can contain quite a lot of data without signifigaimtipacting the ability of the
network to transmit the data required by the application.

Given the scarcity of power availability to WSNs, adaptinghanging network con-
ditions is difficult, as this often requires the re-disseation of routing information for
a sink or other critical node across a significant proportiba network. The overhead
required to keep standard routing information up-to-ddtemthe actual amount of data
being transferred across said network is taken into coredide is often unacceptable.
This optimising for very low traffic rates, as opposed to itiadal networking, which
tends to optimise for high traffic, changes the balance betwéhat was previously con-
sidered as acceptable overhead for “normal” data rateselhssvthe fact that any over-
head reduces the lifetime of the network (due to finite poimeit$). This all means that
normal approaches need to be revisited.

We already showed earlier a little bit of how the approacles\fSNs are different
(Section 1.2 on page 4). Sensor networks use two patternstiting their data: local
neighbourhood co-operation and source-to-sink. The foimgenerally trivial, or can
be implemented trivially for k-hop neighbourhoods (k isemft but not always 1 in this
case), but the latter is more difficult. Source-to-sink mgitis used to implement one
of the core design goals for most sensor networks - gettitg alaout the environment
around the nodes to somewhere where analysis can be doneSamietimes some level
of analysis is done within the network (which we cover in Cleas), but often we need
to move a significant proportion of the gathered data to a simde that is generally
connected to the wider world.

A significant number of protocols have been suggested fasasemetworks, some
of which are developed from existing network routing prais¢cand others that are de-
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signed towards the specific problems of sensor networks][3THe protocols can be
classified into four groups: basic, hierarchical, dateedand geographic.

3.1.1 Basic

The protocols in the “basic” group are mainly those portexdrfrearlier work in mo-
bile ad-hoc networks and related network applications.nfiptas of this group include
Flooding and Gossip-based protocols [44]; AODV [96] (Adsidn Demand Distance
Vector); DSDV [97] (Destination-Sequenced Distance Vegiand DSR [56] (Dynamic
Source Routing).

Many of the basic protocols are relatively heavyweight, armbmmon method for
route discovery is flooding a local area to do a greedy search particular destination
node. Also, some (e.g. DSR) will require a complete list ofle®to route through to
be stored in the packet that is being transmitted. This gafuprotocols were origi-
nally designed for the any-to-any routing case, and althahgse solutions will work
with source-to-sink routing, they are substantially iredfint. However, they are simple,
and in the difficult environment of sensor networks, a simygerobust approach with
multiple retries of failed packets can sometimes be a viapl@on, despite the energy
requirements.

3.1.2 Hierarchical

Hierarchical routing protocols for sensor networks maiciysist of variations on the
theme of clustering techniques [38, 43, 149]. Subgroupsodks within the network
talk to elected “cluster head” nodes, who then forward ngssdhrough a backbone
network built up by routing through cluster head nodes. Tlgomadvantage of this
technique is that most nodes only need a 1-node routing {ti®elocal cluster head),
and the cluster heads only need to talk to a smaller list oéao8y reducing the list of
nodes that need to be communicated with, a large networkxd@hiethe efficiencies of
a network an order of magnitude smaller. Additionally, r@dgthin a cluster may well
be able to sleep for larger periods of time due to the lack efirie forward messages for
other nodes. Some clustering techniques take this onegtityef, and create clusters of
clusters - effectively repeating the same process, bugudirsters rather than individual
nodes as the smallest units [12].

Hierarchical techniques have several disadvantagesjdimg the additional over-
head for cluster head elections, as well as the need to clrdugier head every so often
(or the cluster head nodes will run out of power far earliantthe other nodes). Cluster-
ing is a relatively expensive method for routing in termsetup costs, but theoretically
these costs will save energy over the long term given suffigigessage traffic. Some
protocols have been developed to reduce the overheaddingl®assive Clustering [38]
techniques to piggyback election data onto other packetsthie underlying trade-off
between cost of setup v.s. energy saved over time remains.
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3.1.3 Geographic

Geographic routing protocols use the physical locationsanfes to determine routing
paths. They therefore require nodes to have knowledge ofltoations - however, as
this is a useful piece of information to other levels of thelagation stack, and with
the possibility of local co-ordinate systems as well, tisisi0t so much of a problem.
Some [87] use the idea of a trajectory between the curreatitot and the destination
node to calculate an ideal vector to travel along, whichesgnts the shortest path in
space between the two points. The next hop neighbour is shaseg closeness to the
ideal trajectory, as well as distance from the destinatmaterto choose the best candidate
node. Others [59] simply use distance to the destinatioenod

One of the major problems with geographic routing is that&smte not evenly spread
out, and it can often be easy to reach a node that was a lodatwnptfor reaching the
destination node, but has no neighbour nodes that are dimske destination, due to
an “empty” region in the topology of the network. The techugq used in this situation
contain the major differences between different geog@apbiiting protocols. GPSR
(Greedy Perimeter Stateless Routing) [59] then routesnakrthe perimeter of the empty
region; Trajectory Based Forwarding [87] uses a combinadiogreedy forwarding and
limited flooding to work around the problem.

3.1.4 Data-based

In contrast to the other groups of protocols addressed sal$a-based protocols at-
tempt to make routing decisions not based on the sink ne¢direreive all of the data,
but on the idea that the sink node is only interested in aegabsets of the available
data. These protocols commonly feature advertising messiag nodes with metadata
describing what information they have available, or retpié&®m the sink for certain
types of information, including concepts like the idea d# gink being “interested” in
certain forms of data.

SPIN [66] was one of the early works in this area, using an didigg mechanism to
locally disseminate information about a node’s data. imfmion from a node however
only reached a limited distance, and when the sink was fan ffree source node then the
information did not always arrive. Directed Diffusion [S#hproved on the basic idea
by making the sink initially propagate interest informatiacross the whole network,
and using this interest flood to determine the complete rthaea particular piece of
information should take to an interested node. The lack efdfiroutes, and the use of
fully data-centric routing was a significant milestone ins& network routing.

3.2 Problems

All of the protocols listed above - with the exception of Hiiirg-based protocols - have
one core problem, in that their basic mechanism for trarisferdata from one node
to another is a unicast transmission. Unicast, in a wiretesg/ork, is an abstraction
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built on top of a series of broadcast transmissions. If onth@de transmissions fails (a
relatively likely event) then the entire sequence failgl sgenerally just restarted. If we
have uni-directional links (as opposed to the bi-direaidimks assumed by most wired

protocols), then this will keep on happening.
The concept of a “link” between two nodes is itself anothestadztion. The concept

of a “wire through the air” or the frequently quoted “no catinception of radidis an
idea with no actual basis in the physical world. The actuglseace of events for com-
munication between two nodes, A and B, is closer to the fatiguishown in Figure 3.1):

1. Node A broadcasts a message which contains Node B'’s ideNB¢C,D and E
receive the message.

2. Node B broadcasts another message, which contains Nedd.ANodes A,C,E
and F receive the message

O

(a) Step 1 (b) Step 2
Figure 3.1: Message Sequence

Several points are of note here. Firstly, Nodes C, D, E and fhgesages that they will
then discard as they are not destined for that node. Messagjés a node look exactly
the same as messages for a node (from the point of view of dhie hardware) but some
of their encoded data indicates a different node id. Segpifddither step fails i.e. the
node that we wanted to get a message to in each case faileteatite message, then the
whole sequence is repeated, and may well fail again. Howewer of the other nodes
may have received a message that was not destined for thehif ey were smart
enough to realise what has happened and use that messageoasao discarding it,

1Albert Einstein, when asked to describe radio, replied:u$ee, wire telegraph is a kind of a very, very
long cat. You pull his tail in New York and his head is meowind.os Angeles. Do you understand this? And
radio operates exactly the same way: you send signals heyergbeive them there. The only difference is that

there is no cat.”
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then they could be the node repeating this sequence of nesssegthey may well have
better odds of succeeding with the transmission.

Flooding protocols, on the other hand, have broadcastmiss®n as their basic
mechanism for transferring data. This is, in a way, a betlenibecause unreliable
broadcast (being one step down the “abstraction stack’piginsically more effi-
cient operation than unicast. However, flooding is not a spratocol, with the repeated
transmission of messages containing no feedback mechamisitiher a) determine if a
message has already reached the destination or b) succaetiecend of a sequence of
repeated transmissions, both removes the improved efficiand does not provide any
guarantees (or knowledge) about transmission succdse#fai

The abstract concept of a link is also connected to the albistnaof a data packet
as a physical object which we discussed earlier in Sectidr2 1As we showed above,
wireless transmissions are based on broadcast transnsssibich is incompatible with
the notion of a single physical object, and a better mentalehmay be relating wireless
transmissions to being like a person speaking, and thattbigie may be heard by other
people who are nearby, but this also has flaws (as shown ifo8€c8.2).

3.3 Partial Solutions

The problem of the lack of proper “links” has been previowstgmined, and some partial
solutions towards solving these issues have been alreagypged. In this section, we
will look at two of those, and show the remaining issues.

3.3.1 ETX

Most routing metrics have cut-off levels - a link is consefito be arbitrarily good or
bad. For most realistic scenarios, this is often not the [28le Sometimes we will have
a lot of good links, and then we can discard more, sometimewiltédave a very bad
connection to the sink node, but we still need to be able tongonicate.

Expected Transmission (ETX) count [25] provides an impdoweetric for routing
decisions, based on the expected number of transmissiarmsparticular next-hop node
to reach a particular destination node. This allows for #dggdo the complete variety
of node link conditions [155] - everything from perfect Imto dealing with broken and
partial links.

A partial link for example will increase the ETX value for atpdecause it is not
always totally reliable, and broken links can be handledipyiicantly increasing the
ETX value of a node that cannot find its next-hop neighbouag asde with no next-hop
neighbour can thought of as a node with a with a very high ETevéo the destination
node.

For example, we may also have cases like Figure 3.2, whereréestthop algo-
rithm would pick Route 2. But, this has a higher ETX and therefa higher average
transmission count than Route 1, despite the fact that itires| fewer hops.
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Route 1: 98% per-link success, 4 hops => ETX=4.08

Route 2: 70% per-link success, 3 hops => ETX=4.28

Figure 3.2: Not all links are equal

ETX also allows for dealing with heterogeneous network$\gateway nodes (nodes
with a faster link over another network to the sink, and uguah external source of
power) - these can simply declare their ETX cost to be venyisastheir faster link and
external power means they represent a much better route &irtk.

In the original ETX specification [25], De Couto et al. usedlpg packets to deter-
mine what the ETX cost for a link would be. This is expensivighwan unacceptably high
overhead cost for low transmission rate scenarios i.e. W&\ applications. Addition-
ally, because the probe packets are generally a lot sma#lardctual data packets, probe
packets do not necessarily provide an accurate picturevofjood a link is for data pack-
ets. Other options include monitoring the data packetsjoesed (which has the problem
that initial packets will have an inaccurate ETX value) opaximations based on radio
signal strength values of packets received from the ddaimaode (which assumes the
existence of a valid mapping between signal strength areptemn probability).

3.3.2 EXOR

ExXOR [13] uses a “one send, many replies” idea to do localiseddy routing, providing
a better utilisation of the basic broadcast medium avalablWSNs. This is based
on the idea of a set of neighbours receiving a message fromdesaode, all of the
specified neighbours sending an ACK for the message, ancetiebxt-hop node for a
particular destination (of the set that receive the megsgete chosen, without having to
do additional communication beyond the Data/ACK sequeiready performed.

Figure 3.3 shows an example timeline for an EXOR packet. TABADsegment is
sent by the sender node, which includes a list of neighboutkd order of how many
hops it would take to get from that neighbour to the destimatiode. The neighbours
(nodes 3,2,4 and 1 in this case) reply in the order that wasfggkin the DATA message.
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Transmission Time

ACK|ACK|ACK| ACK
Data from|from|from|from|
3 2 4 1

Figure 3.3: Example EXOR packet timeline

If a neighbour node does not hear any reply messages for eadkey in the order than
itself, then it forwards on the message. If all of the neigiisacan hear each other, then
this will result in only one sending on the message. To helpplocess, if a node has
already heard a reply message when it sends its reply mesbagét replies with not its
own id, but the id of the best (i.e. earliest in the neighb@t) hode that it has heard a
reply message from.

The use of shortest-number of hops by the originally progogrsion of EXOR
(which is not necessarily a good choice for routing decisj@s we discussed on page 54)
relied on the knowledge of a local node about its neighbdgsause it required that the
neighbour list of an EXOR packet should always be in orderrefgoence, based on
information available at the start of the EXOR sequences Theates a situation which
is prone to allowing out-of-date information to be maintrfor longer than it should
be and also stops a number of possible useful extensions fmrdtocol, as this relies on
locally-cached data about neighbours v.s. querying thgheiurs for their current state.

3.4 Generalised ExOR

In this section, we present a series of alterations to bas®Rg broadening its scope
and allowing for a variety of “choice functions”, includirane that uses ETX values.
We then use the generalised form to create new useful prasifor routing protocols -
specifically, a reliable broadcast mechanism, and a reliabl to do source-to-sink data
transmission.

3.4.1 Choice Functions

Generalised EXOR specifies the neighbour list in an arlyitveder, and the neighbours
respond with a particular value ("1 byte of data for most cédunctions). Which value,
and the resulting actions depending on that value, depetideoparticular effect that is
required. A choice function defines how the protocol ressaiodEXOR messages, in-
cluding how a particular given node receiving an EXOR messaljthen decide whether
the message should be forwarded onto other nodes.
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Some useful possibilities include:

e Sending the lowest hop count that this node has heard (owitsifat has heard
none so far), and forwarding if we have the lowest hop-cowatrth. This is the
original EXOR choice function.

e Sending the lowest ETX value that this node has heard (omitsibit has heard
none so far), and forwarding if we have the lowest ETX valuartie We refer to
this as EXOR-ETX.

e Sending a bit-field representing the set of nodes that thde ias heard an ACK
for (including its own), expressed as a series of bits in #raesorder as the orig-
inal transmitted set of neighbours. The original senderthan OR together the
received bit-fields and infer the list of nodes that have iveckthe message, thus
allowing for a reliable broadcast mechanism with reducest compared to uni-
casting to every neighbour. The OR’ing together of the rebbit-fields allows
the sender to get a good picture of what nodes have receieaddlsage, even in
the case of asymmetric links. We refer to this as EXOR-Bcast.

3.4.1.1 Multi-hop Reliable Broadcast

Figure 3.4: Multi-hop broadcast example

ExOR-Bcast can further be improved as a method for reliatladcast over multiple-
hops i.e. a message flooding scenario, by overhearing oflbasamessages from neigh-
bours. This can be used to reduce the set of neighbours tha¢@gto send a message
to by eliminating those that we have heard an ACK for (or haensanother ACK that
contains the relevant bit set for that neighbour).

For example, see Figure 3.Ais a node that has sent an initial ExXOR-BcadBtand
C. Cthen proceeds to do EXOR-BcastandE. If B overhears any of the replies from
D or E, it can determine if they have heard the broadcast, and seftine it may not be
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necessary foB to do ExOR-Bcast at all, or it can at least reduce the set gfieiurs
that it needs to send the message to.

3.4.1.2 EXOR-ETX

With EXOR-ETX, if two nodes have the same ETX value (whichdgside likely scenario,
especially in cases with reliable links) and both receiveEa@R-ETX message, they
will both by default decide to forward on the message, rasyih duplication. This may
occur many times, resulting in an significant increase imilmaber of messages sent in
the attempt to successfully deliver one message. In a nuafbigely scenarios this is
not so much of a problem, as in many cases with equally goodhmxnodes they will
both be travelling a similar path to the sink, and so the twaes will likely overlap later
on and the duplicate message can be filtered out at that point.

However, a better solution to the duplication problem ishange the metric field
for EXOR-ETX, reserving one bit (usually the high bit) foreuss a “sender” bit. A node
sets this bit to indicate that it has taken responsibilityrfaking sure that the message
is sent, not that it will necessarily send the message. Ifder@s decided it is to be a
sender, and it sees no other replies with a sender bit, treends out the message. If
however a node sees another message with a sender bit andarE@, then it must
make a decision whether it is a sender or not. This decisibased on an arbitrary, but
fixed (for a particular network) function for any given netkiothat will always be able
to decide a single sender node. The current implementaties mode ids, and the node
with the highest id is the sender.

3.4.2 Inverted ExOR

One problem with the EXOR methodology is what we call the ghbour bootstrap”
problem. When a network has very little traffic, then it may lbe tase that a node does
not receive any messages from its neighbours, or only frombaet of them, and that
the node needs to be able to send messages to the neighlziunetheing quiet and not
announcing their presence. Communicating with these nisddifficult due to the fact
that EXOR requires neighbour knowledge for the schedulfijewACK messages.

To combat this problem, we provide another variant on ExORguan inverted
neighbour list i.e. the neighbours that are in the list in Ex®OR message should not
respond. For a bootstrap scenario with no currently knovigihteurs, the list may well
be empty. The message specifies instead a time period (spleasfthe number of control
packet intervals) after the message has been sent, in whadsmot in the list should
respond. Each node that responds picks a random interdahwvtite specified time pe-
riod to respond (using slotted aloha [112] with the transiois time of a control packet
as the interval).

With this random choice, the likelihood of collisions inases significantly, but the
focus of this method is acquiring information from some héigurs, in order to reduce
the problem of having sparse neighbour information. In thsecthat we have not re-
ceived information from enough neighbours, then the messag be repeated, adding
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the successful neighbours from earlier stages to the “ds@od” list each time. The
reasoning behind this is to reduce the number of collisibpselling the neighbours that
we have already received data from not to reply.

An additional constraint on the design of the control fumetithat can reduce the
collision rate is only having neighbours that have somethiseful to say responding
(as opposed to the “everyone should respond” models usestifiodard EXOR) e.g. in a
message routing scenario, only nodes that have a good wotite sink should respond.

3.5 Guesswork

Now that we have these improved primitives, we can build aebebuting protocol.
Guesswork is an adaptive, probabilistic routing algoritfon wireless ad-hoc sensor
networks, using local knowledge of best guess next-hop sitalefficiently implement
source-to-sink routing. Guesswork is based upon ExXOR-EJe¢t{jon 3.4.1.2), and our
multi-hop reliable broadcast (Section 3.4.1.1) mechan#&md extends these to allow for
adaptation to changing link qualities. Guesswork also aseghnique for creating and
adapting ETX values for destination sinks over time usirigrimation from the data sent
over a network, and so be able to adapt to changing networlagos. It is designed to
work efficiently in a wide variety of application scenaritsing able to cope with low
quality links as well as both static and mobile networks, alh@ith a minimum amount
of overhead.

We firstly introduce the main framework of the Guesswork @cot, show how this
works with theA MAC framework (Chapter 2), and then present simulation Itegar
Guesswork and other routing protocols on top of a variety 8fdvprotocols.

3.5.1 Initialisation

In order to formulate a good solution to the source to sinkinguyproblem, first we need
to look at our discovery process for the sink nodes themselWee way is that all nodes
are automatically told about all of the sink nodes at starteiby hard-coding the sink
node information into the nodes. This is however inflexil@lssumes that we already
have the sink information at the time of system deployment,ia generally unsuited for
ad-hoc WSN scenarios.

A better solution is to do initial flooding of the sink inforti@n to the network. If we
have a reliable broadcast mechanism then we can reduce ¢hinficto a single instance
per sink. When a new node starts up, it can request the sinkmiaton known to its
neighbours. A possible extension to this is the inclusiomuéry information within
the sink broadcast (i.e. what kind of data a particular sinlierested in, similarly to
Directed Diffusion [54]), but for now we are only consideagithe situation where all
sinks want all the information. With this initial sink to sawes flood, we can discover the
initialisation ETX values (one per source node) for a sink.
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This information may not be perfectly accurate (asymmeéiniks will cause prob-
lems for example), but it represents a reasonable first appadion to the correct current
ETX for a sink.

3.5.2 Message Transmission

Guesswork relies on the existence of a reliable protocoiplément source-to-sink
transmission once an ETX value for a particular sink is knbwa source node. Packets
being transmitted with Guesswork also contain a TX counasédr the packet.

3.5.3 Adaption

Nodes have an initial value for the ETX value for the sinksha thetwork (from the
Initialisation phase), but this will change over time as tie¢work alters (node failures,
broken links, new links, etc), so we need to be able to adadE X value for a sink over
time. One way this can be done is by propagating route updatiets back to source
nodes when a successful transmission to a sink node hasrdiffealues for the number
of transmissions used v.s. the original ETX value. The ropt@ate contains the actual
TX count that was used for the particular source to sink route

Route discovery for the sink to source route can be done biydtes on the patiP]
that a particular source nod&)(uses to get to a sink nod8)( because all of thB nodes
will have a TX count for the incoming packet fro& and so they can record this as an
estimated ETX to return t&. The new ETX toS for each of the nodes along the path
can also be updated, by subtracting the ETX value that thieepad on the way in at a
particular node from the total TX value that is being repaitethe route update packet.

If we have a route update, then we have a new ETX value. Thishoanbe used
to update our current recorded ETX value, using a learningtfan based on these two
values. This is done because a single changed route coshdbascessarily mean all
transmissions to that sink will be equally low/high. The glast form of this is:

ET Xipdated= ET Xpew* LearningConstart-E T X4 * (1— LearningConstant

where the value foLearningConstanis < 1. Earlier work in similar areas [103] sug-
gests values in the 0.2 to 0.4 region, but more experimeastéihg would be needed to
determine suitable values for typical applications.

An additional optimisation is the aggregation of route updaackets, as these are
only used to propagate the ETX value back along the senditig prastead of sending
one route-update for every message with a changed ETX, argatg update consisting
of an averaged ETX (with a packet count) for a set of packatsbeasent back to the
sender node. A suitable mechanism for this would be waitintj no packets have
been received from a sender foseconds (10 for example) before sending the aggregate
route update. Also note that if the aggregate ETX is veryecl@sg.<5% change) to
the original source node’s ETX for our sink, then we can singi$card the route update
completely as no update is necessary. These measures tedueanber of route-update
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packets so that they are only generally sent when the netisarthkanging and during
periods of network stability they do not need to be sent at all

3.5.4 Failure Resilience

New route discovery in the event of a failure (no respondiaminbouring node has a
lower ETX than the current node) consists of bouncing thé&etazack up to the previous
node along the chain and repeating the send sequence. ka#@swe can also update
the failed node’s ETX value for the destination sink by usingalue forET X,ey that

is higher than any other ETX value that we have already seessilfle values include
ET Xighest+ 1 or ET Xqighest* 2, but again, experimental testing will also be needed to
resolve better values for this. We should now have an ineteB3 X (due to the updating
from the failure) and so another possible neighbour wilbatady be chosen instead.

For example, if a nod& has a message for silkand it chooses nodg as its next-
hop neighbour, buB is unable to forward the packet, thBrupdates its ETX foSto a
much higher value, and bounces the message bagkAd this point, A will go through
the message-forwarding mechanism again, Bueduld potentially be chosen again, but
given thatB has just had its ETX fo6 significantly increased, it is likely that another
node will be chosen.

3.6 Implementation

So far, we have specified what we want to do, and some higlhdetails of how we will
implement these choices, but another important factor tsider is that in most WSN
systems there are existing other protocols that we mustictt&vith.

Most existing WSN routing protocols [16, 54, 59] come in twonis: weak and
strong binding to the MAC layer - those that just treat the M&&Ca black box that will
send packets, and those that rely heavily on one particuls€ NThe former methodol-
ogy is unsuitable for EXOR use as the uncertain delay betweerpacket transmission
and the next (due to MACs doing things like sleeping [24, 18] letting other possible
parts of an application use the radio), and the latter woeddice the flexibility of EXOR
to interact with a variety of protocol stacks (which is a gesb given the heterogeneity
of current WSN systems).

We will therefore use thd MAC extensions from Chapter 2, in order to provide a
suitable level of control, while still allowing compatiltif with many different MAC
protocols.

3.6.1 Building ExXOR

Using theAMAC extensions, we can now build generalised EXOR as followsall
cases, we assume that at startup we call sendTime() withatylegd length of a reply
packet (1 byte for most choice functions) to get the véteglyTime
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Figure 3.5: EXOR time line example

EXOR Sending node:

1. Call requestBlock() with Time equal sendTimépacket length+ ReplyTime:
neighbourg(whereneighbourss equal to the number of neighbours listed in the
EXOR packet - see Section 3.3.2)

2. On startBlock, call send() with the packet that we wanitods

3. On endBlock(), perform whatever cleanup operations sse@ated with the used
choice function (e.g. for ExXOR-Bcast, record which neigimsave now have ad-
ditionally managed to send the message to).

ExOR Receiving node:

1. Onareceive() event, where the incoming packet is a messag a Sending node,
then record the sender node id
a) If invert is switched off for the message, and this noda ithe neighbour list,
then setzto be our index in the neighbour list.
b) If invert is switched on for the message, and this node igmthe neighbour
list, pick a random value between 0 amdsz, wheren is the maximum number of
slots for the reply packet.
c) If neither a) nor b) apply, return 0 (go to sleep until ermtk).

2. If z>0then
set a reply packet’ timer for+ ReplyTimens
else
send a reply to the sender with send()
returnnx ReplyTimgwait for entire packet sequence time)
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3. If a’reply packet’ timer goes off, then send() a reply te tkcorded sender node.

For all types of node, on a receive() event, where the incgmpéatket is from a Receiving
node, then apply the control function as appropriate foEk®R variant in question (see
Section 3.4.1), and return 0 (go to sleep until endBlock).

3.6.2 Building Guesswork

Guesswork (as we discussed in Section 3.5) requires a leellmbadcast mechanism
(ExOR-Bcast), and a method for reliably transmitting mgssausing ETX (ExOR-
ETX). We have shown how to build these, but there are a few irengadetails of the
Guesswork use of these algorithms to be mentioned.

Namely, the choice of how many neighbours to have in a neighlist. For EXOR-
Bcast, the answer is generally fixed - in our implementatiee,stick to a maximum
of 5 neighbours - more would make information spread fastetr,as longer messages
tend to have a greater probability of failure (due to intexfeee from other nodes, and
effects like the hidden-terminal problem (Section 2.1)} tippears to be a good value.
Also, because we actually want to talk to everyone in ExORsBdalking to too many
neighbours is less of an issue. Additionally, as ExXOR-B&agenerally only used by
Guesswork during application setup, optimisations towhishave a minimal effect.

However, the choice of neighbours used by EXOR-ETX is mongomtant - partly
because this variant is more often used, and partly becax®RETX only actually
wants to talk to one neighbour and the others are only forrddancy. As excessive
redundancy is overhead, a good value for this is applicatjmcific, but as we would
like the algorithm to work with a variety of applications, athod for automatically
deciding on this value is useful. One option is using theofeihg algorithm:

1. Each node starts with a neighbour count value (e.g. 5x;wisiused to determine
how many neighbours are used in EXOR-ETX

2. A node keeps track of the last known ETX value for each ohéghbours, and
every time an EXOR-ETX sequence is executed, it checks wiode its cached
values for the neighbour ETXs would have chosen v.s. theabatinning node.

3. Every time the node guesses correctly, it decrementsdighinour count value
(down to a minimum of 2) and every time it gets it incorrectinitrements the
neighbour count (possibly up to a maximum value e.g. 10)

The idea behind this is that if a node can correctly guessdhect node to send to next,
then the network is probably moving towards a stable conditijpm with stable links. If a
node guesses incorrectly, then it is probably worth expantlie neighbour list to check
against other nodes. The neighbour list in EXOR-ETX effetyirepresents a “candidate
node” and a list of backup options. Therefore, giving moreki@ options in a unstable
situation, and less in a stable scenario is a good idea. Tiedf 2 neighbours as a
minimum ensures that there is always a backup neighboug\aids the node collapsing
towards the fixed route scenarios that Guesswork intendsoid.a
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For the purposes of the simulation testing, we created a-fexegth neighbour list
and did not implement this extension.

3.7 Results

We proceeded to test Guesswork against other routing #igasj in combination with a
series of different MAC protocols. We wished to test Guesgvemainst a TinyOS [49]
implementation (similarly to our MAC work in Chapter 2), baitdearth of comparable
routing protocols for TinyOS, as well as some remainingiitglissues in our imple-
mentation of Guesswork for TinyOS limited what we could do.

Instead, we decided to stick to simulation. This also alkbvi@ testing with more
nodes, as our testbed is currently limited to only 24 nodég. Simulation framework is
based upon Positif [72], but extended and altered to work watiting protocols rather
than localisation protocols. The MAC protocol implemeimtatis taken from earlier
work on MAC protocols [24], which has been extended to itegfwith Positif to create
a unified simulation framework.

] \ Parameter \
| Protocol | Name \ Value \
AODV “Hello” messages Disabled
Gossip Fanout 2 for 1st 5 hops
1 afterwards
TTL 20 hops
Guesswork| Neighbour list size| 5 (fixed, no adaption
S-MAC Frame length 1000ms
Timeout 100ms
T-MAC Frame length 610ms
Timeout 15ms

Table 3.1: Protocol parameters

In each case, we have a simple routing test, consisting ofiecedransmitting a
packet every 10 seconds, until it has sent a total of 20 pacetl sending towards a sin-
gle sink. We also considered a number of other possible soshaut decided to stick
with only the simple scenario as it was the most applicabieday sensor network appli-
cations (v.s. more complicated scenarios which would hageg significant difficulties
choosing a widely representative scenario).

We tested 3 different MAC protocols S-MAC [147], T-MAC [24ind a “simple, no
carrier-sense” MAC (to provide a baseline comparison). dther routing algorithms be-
ing compared against are AODV [98] and Gossip (random wglkiith limited fanout).
The AODV implementation was ported from the existing impéstation for the Glo-
MoSim [151] simulator. Given their lack of a sink-discovenechanism, both AODV
and Gossip were informed of the address of the sink at theaftaach test.
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56 nodes are present in each test, in a 50x50 area, with maxiadio range set at
14. The per-link reliability is set at 80% for all tests i.aamdom 20% of all packets sent
by the nodes are discarded, in order to simulate imperfeksliNote that 80% per-link
reliability is a level that would be considered “good” by rmafgorithms that classify
links as good/bad.

Each simulation is run for 300s before termination, and eashilt is the average of
20 runs of the particular combination of routing protocolldnAC protocol. The other
parameters for the protocols are given in Table 3.1, but pleoare worth discussing
further - AODV has its “Hello” messages disabled, becausg thsulted in far too much
overhead for our simple WSN example, and Gossip reducesnitaifdo 1 after 5 hops
as otherwise it ends up reducing to simple flooding and ha@ntpo large overheads.

We looked at two different evaluation metrics for the resuteliability (how many
of the source messages get to the sink) and cost (power uségrfigmission and re-
ception over all of the nodes in the experiment, using thedigosts for a typical node
transceiver [110]). The produced graphs for these metide® lbeen altered in a few
small ways for improved readability - some of the protocahea have been shortened
(“Gossip” has become “Goss”, “Guesswork” became “Guess! thie Simple MAC is
described as “Simp”) and the “Simple” power measuremenis baen clipped (due to
its lack of power management, the Simple MAC uses approxiyan order of mag-
nitude more power than the other protocols, and so dispiayifully would reduce the
amount of usable information on the other protocols).
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Figure 3.6: Simulation Results

A number of interesting results immediately appear fromgiaohs. Firstly, looking
at Figure 3.6a, we can see that the overall cost of the messageminated by the choice
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of MAC protocol - comparing differing routing protocols Withe same MAC protocol

shows a slightly higher cost for Guesswork and a slightlydosost for AODV, but the

difference is not significant. These results are consistétht current theory regarding
such factors as idle listening (as noted in [48] and Sectid), 2nd show that despite
the additional overhead of the multiple ACKs in Guesswatrlstill represents a viable
alternative.

The advantage of Guesswork becomes immediately apparemt wa turn to Fig-
ure 3.6b. Given that AODV depends on the reliability of a latkoute discovery time, it
performs badly when faced with links that are “reasonalaati may not always succeed.
80% is a high enough per-link reliability to provide linksatrcan be used for routing,
but low enough to cause enough failures to make otherwissev@nnections be often
discarded. Using the “Simple” MAC (with its lack of carriezrsse, and so hence much
greater packet drop rate) reduces AODV to unusable levelsssi@, with its simpler
methodology, is able to get some results (the redundanoyfaoout is a significant fac-
tor there), but only with a reliability of 40-45%. Guesswpdn the other hand, is able
to react to even low reliability levels and work around thpseblems, with end-to-end
reliability at 85%-+, climbing to 95%+ with the carrier-sensapable MACs. We have
performed additional testing with Guesswork at lower tglity levels, and were able
to maintain successful source-to-sink routing with linkataility levels down to “30%,
without altering Guesswork in any way.

To further the goal of integration with existing protocohsks, and to facilitate ad-
ditional testing, Guesswork is currently being implemerfr TinyOS. The implemen-
tation is still being worked on (as we mentioned at the bagmf this section), but
preliminary results from using the TNOde platform indicat®R AM usage in the order
of 672 bytes (16.4% of total), and ROM usage of "10Kbytes%v d total). This still
needs further optimisation work, but represents reaseredaly work.

3.8 Conclusions

We set out to try and design a routing protocol that would wiarlan energy-efficient
way to provide reliable end-to-end routing without havingetlinks between nodes. As
links were previously an implicit requirement of most rowgtiprotocols, and they were
being provided in an energy inefficient way for sensor neks@s they were a flawed
abstraction of the underlying systems, a routing protodeat tid not require true links
would be much better designed (from an abstraction poinief) but would require
rethinking on how to route data.

We therefore built Generalised EXOR, building an improviesitieaction for working
with hop-by-hop connections without having any explicijuegements for links. To
further achieve these goals, we also built the Guesswonrki#tign, built upon modified
EXOR, along with the use of ETX to implicitly acknowledge theception rates for pairs
of nodes are not a simple yes/no question but a probabilibevdespite its reliance on a
packet sequence not normally supported by MAC protocol©ffx we showed how to
integrate Guesswork with a range of MAC protocols by utiistheA MAC framework.
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We have created here a routing algorithm that performshaieliauting over significantly
unreliable links, and without significant additional enepsts v.s. existing unreliable
routing protocols, by using a routing primitive (ExOR) witinproved abstraction for
WSN platforms.

3.8.1 Future Work

We would also like to explore ways of implementing Guesswmrkop of TDMA proto-
cols (which have very limited support at this point due torbguirement for being able
to allocate blocks of time during which a single node can kssthd and receive pack-
ets). More work also needs to be done with testing against fivad/reliable networks
and mobile networks, as the current testing is against whatfairly realistic middle
ground for WSN applications, but testing how well Guesswakigrms v.s. protocols
designed for a particular niche in the search space of dessibting problems is of in-
terest, as Guesswork is designed to work well (high religtdind low cost) in a variety
of scenarios.

Another interesting consequence of unreliable broada@asiections between nodes
and the removal of a “link” as a viable abstraction is thatdbrecept of a “neighbour” of
a node is a much more fuzzy concept. Previously, a pair of siedrild be considered
neighbours if they had a communication link. However, nowhage a wide range of
nodes that could be considered “neighbours”, dependingaroiten a given destination
node will receive packets broadcast by a particular souode nA particular node’s set
of neighbours is no longer a classical set, but a Fuzzy Sé{[#Bth membership criteria
according to reception rates for each “neighbour” node.ziflogic has already been
considered for use in sensor networks [41, 81], but the apitins of fuzzy neighbour
sets have not yet been fully explored.
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IChapter 4

Localisation

In this chapter: We challenge the concept of distance estimation between
nodes, define “probability maps” for distance estimates, lauild a local-
isation protocol that can handle inaccurate ranging datagysrobability
maps.

Many possible applications have now been thought of for \&&® Sensor Networks
(WSNSs), and a significant number of them rely on location imfation in order to per-
form their designated function. The main purpose of a WSN fisrmation gathering,
and gathered data is only useful if you know what it appliesRor example, the data
“the temperature has gone up by 10 degrees” is not very ysefuthe information “the
temperature has gone up by 10 degrees in room 3C” is a lot mteeesting. Loca-
tion information gives us a context, which allows us to altyuase our gathered data.
For example, monitoring room temperature can be used taaomhen to switch air-
conditioning systems on and off. When detailed locationrimfation is present it might
even be possible to personalise working conditions wittshared office (i.e. individual
settings per cubicle).

Location information is important in many domains, hencaots approaches have
been proposed, of which some were even constructed andygelptn a large scale
(e.g. GPS). In other systems, GPS would be an option, buhdhve relative costs of
GPS units (which are comparable on their own to the costs $enaor node), the power
requirements, and the difficulty of using GPS indoors [76hsor networks need new
solutions to the problem of localisation. Within the WSN coumity, specialised locali-
sation algorithms have been developed that address thieprelssociated with the lack
of infrastructure (i.e. external hardware existing in the €énvironment that can be used
to aid localisation) and the limited resources leading tmimplete and inaccurate infor-
mation. A survey of initial approaches is presented by Higletr and Borriello in [47],
and Langendoen and Reijers [72] studied a variety of algmstin more detail.

Most of the content in this chapter has been published asriBebtatistic-based Localisation for Ad-hoc
Sensor Networks” by Tom Parker and Koen Langendoen at thieeBtn 2004 Wireless Ad Hoc and Sensor
Networks Workshop [1]
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With WSN localisation, some nodes may be referred to as “aficloales, and others
may not. The difference is that anchor nodes have a reliahiecs of location informa-
tion, and non-anchor nodes do not. Many localisation tepkes rely on anchors, but
others do not. So called “anchor-free” localisation systealy on the idea of building
a local co-ordinate system based purely on the existingléggoof the nodes, which
provides the nodes with a location within the local systempractise however, that lo-
cation information would require further processing tearate it with other co-ordinate
systems (e.g. latitude/longitude). In this chapter, wecargcentrating on anchor-based
rather than anchor-free localisation techniques.

A major problem with localisation techniques (both ancloamd anchor-free) is
acquiring accurate range information between pairs ofaemsdes. This can be done in
a variety of ways, ranging from simple techniques like Résiignal Strength Indication
(RSSI), time of flight data for various sensor types (e.gastiund), to more complex
ideas like time of flight difference (which measures theati#ihce between two incoming
signals travelling at different speeds). In each casegtlsegenerally some error in the
ranging information, which localisation algorithms mustdware of and be able to work
with.

In this chapter we look at a number of the limitations with mahthe existing pro-
posed localisation techniques, show how they are unlikelydrk well with a number of
application scenarios, and present a refined approachappreach uses a combination
of a mobile anchor scenario for anchor information distiitn, along with statistical
techniques for performing localisation with inaccuratega data. Simulations with our
improved approach have shown significant reductions (irotder of magnitude range)
to the required processing for performing statistic-basedlisation over previous at-
tempts, as well as improving the generated location inftionan situations with non-
total anchor information coverage, making possible a widage of applications.

4.1 Existing localisation methods

In this section we will have a brief look at existing locatisa algorithms, with an em-
phasis on their capabilities regarding the handling of ¢oaate range information and
their ability to handle non-uniform anchor distributionghich occur in many mobile
anchor scenarios.

Langendoen and Reijers [72] studied three localisationrélyns that can handle a
low number of anchors (Euclidean, Hop-Terrain, Multilatésn), and identified a com-
mon three-phase structure. First, information about trehars is flooded through the
network to determine the (multi-hop) distances betweerharscand nodes. Second,
each node calculates its position using the known posi@masestimated ranges of the
anchors, for example, by performing a lateration proce¢thsevith GPS systems). Third,
nodes refine their positions by exchanging their positidcimeges and using the one-hop
inter-node ranges. After these three stages, a subset nbttes have location informa-
tion that is considered “good” (i.e. reliable).
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Euclidean [86] uses basic geometric reasoning (triangles) to pregtetance infor-
mation from the anchors to the nodes in the network, and aseation to calculate the
position estimates; no refinement is included in the algorit Euclidean’s basic safety
measure against inaccurate range information is to disaapbssible” triangles gener-
ated in phase 1. Unfortunately, this happens quite oftewvjig many nodes in phase 2
without enough information to calculate their positiorsfdinces to at least 3 anchors are
required). The end result is that Euclidean is only able tivden accurate position for
a small fraction of the nodes in the network.

Hop-Terrain [86, 115] avoids the range error problem to a large extensiiygonly
topological information in phase 1. The distance to an anhdetermined by counting
the number of hops to it, and multiplying that by an averagp-tlistance. Next, the
node positions are estimated by means of a lateration punoeeth the refinement phase,
Hop-Terrain switches to using the measured (inaccuratejesmto neighbouring nodes.
To avoid erroneous position estimates affecting neighbdoo much, the refinement
phase uses confidence values derived from the laterati@eguoe (dilution of precision
and residue). Hop-terrain works well for a regular netwaygdiogy in which nodes
are evenly distributed. This however is not the case for tagrity of mobile anchor
scenarios, resulting in the algorithm becoming incredgilegs accurate as the regularity
assumption starts to break down.

Multilateration [116] proceeds by summing the distances along each myjtphth
in phase 1. To account for the accumulated inaccuracie®& dot perform a lateration
procedure, but instead uses each distance to specify a ingumao centred around the
associated anchor, in which the node may be located. In fhakese bounding boxes
are simply intersected and the position estimate is settoghtre of the intersection box,
followed by a refinement procedure in phase 3. Multilaterds effectiveness with vary-
ing errors in range measurements will depend on the exagtenaf the errors. If many
of the measured distances are larger than the true distaheesMultilateration should
be able to cope with the problem (as the true distance wilifati within the bounding
box). However, in general, ranges are likely to be both unded over-estimated (our
current model treats both as equally likely), and Multitaten is less likely to be able
to cope with under-estimation, and so will result in possiblcation information being
discarded due to contradictions between ranges with vgusfirors.

4.2 Problems

The main problem with most existing localisation protodslsheir notion of distance
values between nodes. Most earlier work can be classifiedlinée groups, depending
on their assumptions about distance values:

e Distance data assumed to be “perfect”
e Distance data assumed to be “approximate”

¢ Distance data assumed to be “worthless” (range-free tqubg)
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The motivation behind range-free techniques - that avi@ldistance data is worthless - is
partially correct, in that the current assumptions abastedice data available on a sensor
node make it practically worthless, but discarding it eatyirgives much worse results.
Additionally, most range-free techniques are dependard wary even distribution of
nodes. In this sense, they are even more locality depenbantrmost sensor network
algorithms (we looked at locality dependance earlier intiSacl.2.3), and without very
careful deployment they will exhibit even further sub-opdi results.

We realised that the problem here was another example of traation problem.
Specifically, all distance data available to sensor nodeteiived from other parts of
the stack, which provide particular output values that asumed to have a many-to-
one (sometimes one-to-one, but the same issues occurjptiangunction to a distance
value. That abstraction away from the original output valteea single distance value
is the problem. Indeed, much simulation work (in which mastalisation research is
currently done, due to the difficulties and expense of sptima physical large-scale re-
peatable localisation scenario at this time) discards ¢tiem of the underlying hardware
entirely, and simply provides a distance value (often wéthdom errors added) directly
to the localisation algorithms. Practically all localisat algorithms that use distance
data in fact assume that a distance values feed is autortiggicailable to them.

We decided to step back to the generalised notion of a “dateced- a piece of
hardware and/or software that provides data that would paeeously been used for
distance calculations. This preserves the abstractiog &aman particular items of local-
isation hardware - making algorithms hardware-independahile reducing the level of
data loss. Other terminology we used in our thinking aboistghoblem is “local node”

- the WSN node that contains the “data source” and is attegnpiidetermine distance
measurements to a “remote node”; and the notion of “reldtigation” i.e. the location
of the remote node relative to the local node.

4.3 Probability maps

An abstraction away from potentially many differing datases is required, but a single
distance value removes far too much data. We needed a betien of a data source,
that discards less information and preserves the critiifdrdnces between differing
localisation hardware. We settled on the notion of a mulidta continuous probability
distribution (a “map” of probabilities) for the true dist@mas our improved abstraction.
The idea is that any particular point in the probability sp&mr a particular input value
from the data source represents the probability that thetenode is in fact located that
far away from the local node.

The simplest possible probability map for a data sourcedg#rlier assumption that
it mapped to a single distance value. This is shown in Figute @nd is known as a
degenerate distribuiton. In this case, the figure showsth®atlistance value derived
from the data source is 10.

A slightly more complicated example is in Figure 4.2, whi¢ctows a probability
distribution centered around 10, with a gaussian distidbutOne way to read this figure
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is as “distance is probably 10, but there is a chance of sona#l sariation around that
value”.

Both of these examples assume that the mapping betweendafauaind distance is
the same no matter what the direction of the remote noderis fne local node. In fact,
Figure 4.2 can be looked at a simplified version of Figure Wisre Figure 4.3 shows
the same gaussian drop-off centered around the distange 18] but this time a full map
around the local node is shown. As opposed to the earlier imtitit provide a mapping
between distance and probability, a 2-D model of this ngtuoeides a mapping between
relative locations and probability. Notably, a relativedtion can be converted back into
a distance value, but not the other way around.

4.3.1 Model choice

All of the models we have shown so far are very simple exampEse models that

would be used on a node depend entirely on the hardware prgtfmth in terms of pro-

cessing/memory usage and dependance on other hardwager baodels require more
processing and memory (and more power because of that)harhtle-off between the
gains of a better model v.s. the resources used must be ®alfca each application.

Additionally, if for example, orientation data is availabthen a full mapping between
relative locations and probability values can be built. étise, if no orientation data
is available, then only a distance to probability mapping lea used. Also, information
about the local environment and its effect on the radios neagMailable.

One problem with the use of models is that there is often aifsignt difference
between the probability model, and the actual probabilita cemote node being in a
particular position given the provided data source valuleis s due both to any static
effects that are not considered when building the modelclwhay include both details
like a complete model of the radio, orientation data fromhdotal and remote nodes;
and what other nodes are doing that may interfere with the statrce (e.g. also sending
a signal on the radio).

This difference becomes more dangerous as the probahdlites for any individ-
ual point increases, as in effect we would then be returromgids the trivial model of
Figure 4.1. Conversely, setting all values too low will cadkere not to be a signifi-
cant distance between very unlikely points and very likedings, making later decisions
based on the models difficult.

We therefore recommend the use of relatively simple motleks, because the trade-
off between increased complexity and increased processiagtends to grow expo-
nentially; and because more complex models will tend to bstéd more than simple
models, which because of the factors not taken into accaspeCially regarding the
physical environment directly around the node, which iglsea known factor on sensor
nodes), will tend to be a bad decision.
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4.3.2 Working with models

In many cases for data sources (e.g. radios) the manufadtittee component will pro-
vide information on expected patterns for the source (texfigoatterns in the radio case),
but given variations in component manufacturing - espbcigith the cheap hardware
typical to sensor networks - local calibration may help tpiove data models. White-
house and Culler [141], as well as Balzano and Nowak [11]dodokt the issues around
calibrating data models, and what could be done to improte @dels on a per-node
basis.

Statistic-based Localisation [121] was the first work wittolgability models and
localisation. Sichitiu and Ramadurai only looked at RSSI didl not examine the pos-
sibility of other models, but other error models could haeer potentially used with
their algorithms. Their core idea was that given a seriesabability maps for anchor
nodes, these models can be combined to calculate a lardethplity map, and then find
an estimated location for a node based on this map. Figurehbws a visualisation of
an example map, and Algorithm 1 has more details about hopwbeerated maps.

Statistic-based localisation has three main problems Yemwe

e Knowledge of the complete area in which nodes will be depdoigeneeded to
create the probability maps.

e The large amount of computation required to create a comptep (both for gen-
eration of all the points that make a single map, and to mdigheapoints from
multiple maps together), increasing as the total area ihvhodes are deployed
gets larger.

¢ All nodes need to be at one-hop distances from the anchdnge(acl in [121] by
using a moving anchor with a very dense path). This is redlierause of a lack
of a method for distributing anchor information receiveddne node to another,
and so only anchor nodes can send their distance information

4.4 Refined Statistics

The core approach of Statistic-based Localisation was ,guatdt was massively ineffi-
cient (both in terms of processing and memory requirememtd)would not work with-
out dense anchor node deployments. We made a number of chem8éatistic-based
Localisation, which significantly improves the basic alggon, making it a more useful
algorithm for applications with limited resources (i.e. W&§NWe call the improved al-
gorithm Refined Statistics-based Localisation (or RSL fars. In this section, and in
Algorithm 2, we detail the improved algorithm that we usedim experiments.

Simulations with our refined approach have shown significagitictions (in the or-
der of magnitude range) to the required processing for peifay statistical localisation
over the earlier work, as well as improving the generatedtlon information in sit-
uations with non-total anchor information coverage, mgkiossible a wider range of
applications.

75



CHAPTER 4. LOCALISATION

0.002
0.0018
0.0016
0.0014

4.4. REFINED STATISTICS

0.001
0.0008
0.0006
0.0004

o
b
=)
Q
o

Aungegold

)

Y
OldPosE stx,y) xConstrain{x,y)

y x PosEstx,y))

Ymax
Ymin

) Ty
76

y

)

Ymin

OldPosE sfx,y) x Constrainix.
Ymax

p3

Xmin

PDFRssi(distancé(x,Y), (Xanchor Yanchor)))

V(X,Y) € [(Xmin Xmax) X (Ymin, Ymax)]
(b) The node applies Bayesian inference to its current mapet®rate an im-

p3

X x PosEstx

y)
Xmin,xmax) X (Ymin,Ymax)]

)

N ~ (EstimatedDistancgchor, RadioRangingVariange

Ymax
Ymin

(

2

[

)€
Xmax
Xmin

the weighted average of all of the data in the nsapsied to calculate the

estimated position of this node

Figure 4.4: Visualisation of a complete local probabilitgjm
y

possible locations of the node
(Z

Constrain(x,y)
NewPosE gtx

proved map
V(x,

(a) The incoming anchor location is used to create a “comstranction on the
PDFssi

sensor grid, as all locations are considered to be equé#yliat the start of the
PosEstx,y) =c¢ V(X,Y) € [(Xmin, Xmax) X (Ymin, Ymax)]

1. Initially, the local probability “map” is set to a constavalue across the entire
algorithm.

2. Incoming anchor information is processed as follows:

3. Finally,

Algorithm 1 Statistic-based localisation [121]
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Algorithm 2 Refined Statistic-based localisation

Abbreviations used here:

TL = Top-Left corner of a bounding box, BR = Bottom-Right cerrof a bounding box,
R = Radio Range of the nodes. We assume that the x-axis gaesfgative to positive
in a left-to-right direction, and that the y-axis goes fropgative to positive in the top-
to-bottom direction.

1. Initially, the bounding box for a node is set[te-o, 0) x (—o0, ®)].

2. As (pseudo-)anchor information comes in, the bounding foo the local node is
intersected with the existing bounding box (see Figure dr®=kamples of bounding
boxes, including a diagram of this step in Figure 4.5b)

NewBoXTL,BR) =
[(Max(Anchofr |, — R, OldBox, ), Max(Anchofr, — R, OldBox,)) x
(Min(Anchogg, + R, OldBoxg, ), Min(Anchogg, + R, OldBoxg, ) )]

3. Once information from at least two (pseudo-)anchors hmeen received, and the
minimum waiting period since the last incoming anchor haspd, then initialise the
local map to a constant value
PosEstx,y) =c¢ V(x,y) € BoundingBox
and then each of the (pseudo-)anchors that the nodes hagecei® processed as
follows:

(@) The incoming anchor information is used to create a “caimg” function on
the possible locations of the node (wh&f@F is a function outputting the prob-
ability map value for a particular distance)

Constrain(x,y) = PDF(distancé(X,Y), (Xanchor, Yanchor)))
V(x,y) € BoundingBox

(b) The node then multiplies each value in the map by the cainstfunction to
generate an improved map
NewPosEsix, y) =OldPosEsfx,y) x Constrain{x,y) V(x,y) € BoundingBox

4. The location on the map with the highest probability issdeined (this is the most-
likely location for this node)
(X,¥) = maxard PosEstx,y) | (X,y) € BoundingBok

5. Finally, the map is normalised to provide an externalighle probability value

BoundingBoxr, BoundingBogRj
NormConstant= ZBoundingBoxLx ZBoundingBoxLy PosEstx,y)

FinalPosEstx,y) = PosEstx,y)/NormConstant V(x,y) € BoundingBox
(this works because the bounding box always has the protietyhe probability that
the current node is within the bounding box is 1)

If a node receives more (psuedo-)anchor data later on, tieamap from step 3 can be re-
used, adding only the new anchors since the last time theitdgowas run. Alternately,
if the memory of the local node is limited, then the map can iseatded entirely, and
the entire set of calculations needs to be re-run for each(psgudo-)anchor.
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4.4.1 Bounding boxes

If a node has received a position estimate from an anchoritherows it is in radio
contact with that anchor, and so therefore it must be withilia range of that anchor.
So, we can limit the space of possible locations for that rtodecircle centred on the
anchor’s location with radius equal to the radio range. Factical purposes (significant
speed improvements) we use a bounding box rather than a,anith each side equal to
2*radio range, and the anchor in the centre (Figure 4.5d0e fasic concept of bounding
boxes has previously been analysed in [122], but not in coatlzin with statistic-based
localisation.) This results in a larger region, but we didive the guarantee that all
feasible locations for the node are located within the bdx|enkeeping the box size to a
minimum. This currently assumes a circular radio modelfdautadios with non-circular
transmission spaces, we can calculate the minimum box ¢tméinis the entire possible
transmission space, and so be still able to use this metbggol

Bounding Box \
Anchor
c,A/\\Anchors
Radio Range
(a) (b)
Intersection
bounding box
Radio Range

A

A

Bounding box

(©

Figure 4.5: Bounding Boxes

When a node receives location information from an additiemahor, it knows that
it must be within the bounding boxes for both anchors. Thessfwe can reduce the
bounding box for the node to the intersection of both of tHemees (Figure 4.5b, and
Algorithm 2, step 2). A bounding box is defined by two points,Tiop-Left and Bottom-

78



CHAPTER 4. LOCALISATION 4.4. REFINED STATISTICS

Right corners. Note that the probability visualisation igute 4.6 only shows a patrtial
grid (as opposed to Figure 4.4 which shows basic Statistiet localisation, and uses a
complete grid). This partial grid is the section of the coetplsensor grid corresponding
to the bounding box for this particular node.

Experimental results for testing the reduction in the siz¢he calculated sensor
grid, show an average reduction in the number of requiredutations by a factor of
8 when we use bounding boxes. Also, with the additional optition of not doing
calculations for the nodes with the largest bounding bowescould improve this result
further. For example, by discarding nodes with boundingaisaxhergwidth«height) >
(3« RadioRanggon the basis that they have too little data to be usable, weceethe
overall calculation load by an additional factor of 3.

4.4.2 Thresholded broadcast

To get around the problem of needing anchors within one-Hdpeosensor nodes, we
perform a limited broadcast of calculated node locatiowrmfation - limited by only
broadcasting if we exceed a minimum probability threshotdHtie quality of our location
information (currently set in our implementation to 0.008he node effectively acts as
an additional “pseudo” anchor, but with two changes fronmmedranchors.

Firstly, location information is broadcast with a confiden@lue (gained from the
local probability map), and the error model used by nodesivet this information will
be scaled accordingly, as shown in Algorithm 2, step 3a viighuse ofConfidencgnchor
in the generation oPDRss;. This confidence value is a weighting value for use in the
statistical models i.e. a node with confidence 1.0 (an anchde) will have twice the
effect of a node with confidence 0.5.

Secondly, with pseudo anchors, the bounding box is broadsasell, and the box
used by receiving nodes is not just a square centred on the (@sdfor anchors), but
a rectangle equal to the bounding box size, plus radio ramgsach direction (Figure
4.5¢). This is because the bounding box contains all lopatibe pseudo anchor could
possibly be in, and so increasing it by the radio range cseateox in which nodes that
can hear this pseudo anchor could possibly be located. ThxisMil be larger than a
box generated from an anchor node, because the locationmafion is less accurate.
However, this larger box may still be useful to other nodegeucing their bounding
boxes, and hence reducing the amount of computation thattsed to perform.

Nodes that have position information, but do not exceed tbbability threshold are
considered “bad”. These nodes have some position infoomaliut either the informa-
tion is insufficient, or it is of too low a quality to be fully able. These do not broadcast
their location information to other nodes.

One additional scenario that uses pseudo-anchors is whéawedocation informa-
tion from another system (e.g. GPS) and this data is inateuk&e can then treat this
inaccurate anchor as a pseudo-anchor, with an appropdaf&lence value and bound-
ing box depending on the incoming data. Refined statistiedhdocalisation does not
actually specifically require accurate anchors, but singpiye sources of initial locali-
sation data to initialise the algorithm.
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In our experiments comparing this multi-hop method with thigjinal single-hop
method, we see a similar average error in the locations ofttoel nodes, but a 38%
average increase in the number of good nodes.

4.4.3 Symmetry problem

There are a number of situations where we will have multiglims that have equally
high probabilities (or certainly very similar, and withihe bounds of statistical error).
One of the most instances of this problem is when we have pheiinchors in a straight
line. As the distributions of the anchor data cross over lygjoa both sides of the line, a
pair of possible good points will be created, each one egtailaway from the line, but
on opposite sides. Figure 4.6 is an example of this, showiadpical probability map for
a node with this particular problem.

(Pseudo-)anchor  +
Possible location
True location

0.003

0.0025

0.002

0.0015

Probability

0.001

0.0005

Figure 4.6: Equal points

The broadcasting of derived-anchor data from nodes witld domation data reduces
the symmetry problem, as this creates additional pseudbeas, allowing the possible
locations for the node to be “pulled” in the direction of therect point. However, in the
event that the paths of the anchors is a straight line, anidhee are insufficient “good”
nodes in the local area to broadcast pseudo-anchor infanmahen the problem still
occurs. One solution is to avoid deploying nodes in a sttdigh - random distribution
is best, but curved deployment paths will also help a lot.

A node can determine whether or not it is likely to have migtipossible positions,
based on its local probability map, by calculating the ageraf all of the anchor loca-
tions the node knows about (weighted according to their denfie values), and seeing
how much each anchor’s location differs from their averagmtion in each separate
axis. This allows the node to check whether its known anchi@snostly arranged along
a straight line, or whether they have a more varied path elfelis a significantly greater
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total difference from the average point in one axis than lerofindicating a mostly
straight path), then the node will also test the other péssjbod points. These can be
found by taking the averaged anchor location, then lookirthe& points that are on the
opposite side of the average point from the calculated tilasis location for this node.
An average of the most-likely location and the other posgilalints (weighted according
to their individual confidences) becomes the node’s estrobits true location.

If the sum of the confidences for the most-likely point andiibst of the other candi-
date points, divided by a scaling factor, is above the stahtmeshold for transmission
of the calculated location, then we transmit both locatioftse scaling factor varies ac-
cording to the degree of difference between the two confielene. how good the second
confidence is compared to the first.

2% confidencéBest-+confidencéSecondBest

ScalingFactor= confidenceBest

If the second point is similarly confident to the first, thee #taling factor will be
proportionally greater, but it always satisfies the condi2 < ScalingFactor< 4.

If the node decides to transmit its current guesses, therotifedences for both points
are transmitted, and the node is treated as two separats hgdes neighbours, one at
each of the two possible points, but each with a reduced camfil (compared to the
calculated confidence for the point).

4.4.4 Heavy data-processing

One downside of statistic-based methods is the amount af glaicessing required to
calculate the local maps. The bounding boxes reduce thisfisiantly (a factor of 8),
by eliminating many regions that this node can not be locatedror best results, there
should be a waiting period for a short amount of time (e.g.cosds) after the last piece
of anchor information has been received, before calcigatie local map, in order to
work with the smallest possible bounding box. This will sldawn the calculation of
this node’s location, but given that it is necessary to fetdate the data if we receive
another anchor, this can reduce the amount of redundantlaadms significantly. The
waiting period should be calibrated such that if we have pehsa new anchor for that
amount of time, then we are unlikely to receive more anchforimation in the near
future. Good values for this would be at least as large astieevial between broadcasts
of the mobile anchor.

The energy costs associated with statistic-based lotialisare higher than for most
localisation techniques, due to the large number of prdihyabalculations required (Lat-
eration being a notable exception, due to the use of matriltiphications), but this
additional cost is in most cases a one-off initialisatiostcoSimulation results show
an increase in processing time for refined statistic-basealibation over deterministic
techniques [86, 115, 116] by approximately a factor of twojrecrease from ™5 to "10
seconds, results will vary depending on bounding box sigeGIPU, this is for a typical
node CPU [133] and an average bounding box taken from expatahtesting. This or-
der of processing time is not an unacceptable start-up epatlbng running application,
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given the significant improvements in the derived locatitfeimation. The probability
calculations can also be performed by many nodes at the saraenithout additional
costs, as opposed to other localisation techniques reguarge numbers of radio mes-
sages (which would exhibit increased numbers of packeisewils if several nodes are
transmitting radio messages at the same time). RefinedstBtdiased localisation has
been deliberately optimised towards reduced radio traffilc this aim in mind.

An additional optimisation that could reduce the data pseu® cost is the alteration
of the grid size of the calculations. When the probabilitiesd region are calculated,
this is done at discrete intervals, resulting in a grid oftyadailities for a region. The
distance between points in the current implementation étdfir size, but this could be
varied on a per-node basis, depending on the size of the bayhdx. Larger bounding
boxes would increase the point distance, and smaller boretdvadecrease it, creating
an approximately equal point count (and therefore prongg#ine) for all nodes, while
allowing nodes with small bounding boxes to have more ateugatimates than they
achieve currently. The point count could also be varied aggbplication level, to allow
for application-specific accuracy requirements.

Refined Statistic-based localisation could also be furitmgroved by the limiting
of Step 5 in Algorithm 2. Currently, we generate the nornglisnap for all locations
in a node’s bounding box. However, we then only use a smabetutif this data. An
additional reduction in processing time could be gained tily oalculating normalised
probabilities for the most-likely location and for the atilalhal possible locations needed
for the solving of the symmetry problem (Section 4.4.3).

4.5 Mobile anchors

RSL will work with only a small set of anchors, but the reslisscome much better
with greater numbers of anchors. Therefore, in this seatierfiook again at how initial

anchor information can be provided to an ad-hoc sensor mkepgiven typical resources
for target application scenarios.

45.1 Anchor distribution

Most methods for providing location information to a sensetwork start with adding
additional localisation hardware (e.g. GPS) to a small gratiage of the nodes in the
target area. These anchor nodes will initially gather aateulocation information on
their own, and then transmit this information to their ndighring nodes. This approach
has a number of major faults:

e Most localisation algorithms based on “spread anchor” ages rely on the an-
chors being evenly distributed across the sensor networktess special care is
taken to make sure of this, or a very large percentage of tdesare anchors,
then this is unlikely. Given a small anchor percentage (amadst proposed appli-
cations), there is a high probability that there will be et of the sensor grid that
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have insufficient anchors, leading to problems in attengptinlocalise nodes in
those regions.

e Anchor nodes are generally more expensive (because of tligoadl hardware
requirements), which creates a difficult decision regaydire balancing of the
application requirements between having improved acgutats of anchors) and
reducing the overall cost of the network (few anchors).

e The additional anchor hardware is often only useful durhrgginitial phase of the
network setup, and is then mostly surplus to requirementsarchor node may
also have a reduced operational lifespan due to the powigisdrithe localisation
hardware.

There have been some attempts to fix these problems (Addizeon Placement [17]
for example), and there are partial fixes, but a better agpréato look at other ways
that location information can be distributed rather thauke of static anchor nodes.

45.2 Mobile anchor scenarios

Mobile anchor scenarios [121] are an
alternate approach, resolving a number of
the problems with the spread anchor sce-
narios. This approach uses a single, large
anchor capable of moving along a path.
This large anchor could be carried by a
car or a person for example. The inten-
tion is that this larger anchor will have ef-
fectively unlimited power (i.e. can trans-
mit as many messages as needed) because
it is intended to be more easily accessible
than the individual sensors, and so replac-. _ i
ing the anchor node’s batteries is less Jrigure 4.7: Example mobile anchor scenario
a problem than replacing batteries in the sensor nodes.

As the mobile anchor moves, it broadcasts its location atlaegntervals (either
every few seconds, or after it has moved a short distanceifsdast broadcast location),
thus creating a series of “virtual” anchors, as in Figure 4EAch circle represents a
position where the mobile anchor has broadcast its curoeatibn.

4.5.3 Real-world applications

To see how mobile anchor scenarios map onto various applsatwe looked at the
structure of these applications, and saw how we could betilese the already available
resources. The main area of interest regards the methdufdidtribution of the sensors.
A number of different methods have been proposed, varymg the manual placing of
individual nodes, through to the dropping of nodes from a@larhese methods can be
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grouped into two categories depending on the distance fnerolbject that is placing the
nodes to the location that the nodes are being placed.

The simplest scenarios are when the distance is less thawdes’ radio range (ide-
ally much less). In this case, the placing object itself ¢ba person or a car) is the
mobile anchor. This can be achieved by combining an anchide mgth the placing ob-
ject (either carried by the person, or attached to the cacar then broadcast its location
information as it places the nodes, thus providing a pathghsses near all of the nodes.

More complicated are the situations where the nodes arevay &om the placing
object, for example when dropping nodes from a plane (eafeéiom a high altitude,
or when trees or other obstacles are likely to block radinaigfrom the placing object).
One solution to this problem is that the plane could also dmg or more small robots
fitted with localisation equipment, in addition to the sansodes. These robots could
travel along a semi-random path around the sensor grid @uitistraints to keep them
near the grid), providing location information to the semsades as they move around.

4.5.4 Advantages

There are several main advantages of mobile anchor scenario

¢ Instead of many anchor nodes (and having to make the trdgeegfarding how
many) we have effectively many anchor nodes, but for theafastly a few anchor
nodes (one per placing object). The anchor infrastructitiearefore “there when
you need it, not when you don't”. All of the sensor nodes stichéve similar
lifetimes, without the additional power drains that woulctor if some of them
were also anchors for the network.

¢ In the complicated scenario with the use of mobile anchoot®ithe cost of the
scenario does go up from what would be possible with more Isirapenarios.
However, the robots could also be fitted with additional seméabove and beyond
what would be fitted to normal nodes), so that once they haighéd providing
location information to the network, they can be moved tatmns where inter-
esting events are happening to gather more detailed infmmaThe possibility
of very simple (and cheap!) sensor nodes coupled with lag®t-mounted sen-
sor arrays would provide a cost effective methodology fdaaitked data gathering
without requiring every node to have a large sensor array.

¢ In the event that the initial anchor path is not sufficient toyide good location
information for all of the sensor nodes, we may (dependintherapplication) be
able to do on-the-fly improvements in bad areas. The equivaltgution [17] for
standard anchor scenarios would involve placing additianahor nodes, at addi-
tional cost, but with mobile anchors we can simply move thdiecanchor near
the inaccurately located nodes. These can be discovered itsiative location
techniques working from the closest known other nodes.
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4.6 Results

Using the Positif simulation framework for localisatiorgatithm testing [72], we have
performed a series of comparison tests between RSL, argldieterministic localisation
techniques (Euclidean [86], Hop-Terrain [115] and MutBlation [116]), using a mobile
anchor scenario in all cases, and with a variety of rangingrebetween nodes.

In each case, all of the algorithms have been tested withatine set of data, and each
result is the average of 10 runs of the simulation with vagyendom-number seeds. The
ranging error is modelled as a Gaussian distribution, Wwithrhean as the actual range,
and the range variance as a percentage of the radio rangeint€heal model of the
refined statistic algorithm in all cases is set to a Gaussistnittition with the mean
as the incoming range information, and the estimated raagance set to 20% of the
radio range. In all scenarios, there are 226 sensor noddsray placed, with a uniform
distribution, within a square area. The mobile anchor is efled as a formation of 111
“virtual” anchors within this sensor grid. The grid has aestf 100x100, and the radio
range is set to 14 providing the nodes with an average comitectf 19.

There are three different mobile anchor scenarios beingidered here. The first is
a “square” formation, with a mobile anchor moving along aasgLpath situated approx-
imately 1/5th of the sensor grid width from the edge of the gtiall times. The second
is a “cross” formation, testing what might happen with twpate mobile anchors, one
moving from the the top-left to bottom-right, and the othesving from bottom-left to
top-right. In both cases, the start points are situatechIdbthe sensor grid width from
the edges of the grid. The straight lines of these two topetoave been deliberately
chosen to cause difficulties to RSL. The third topology is abily” square, taking the
square formation locations as a base, and then moving th®enby a random amount
(maximum distance of 2, uniformly distributed) away frore thitial location to provide
a less straight-line path.

Figures 4.8 (square), 4.10 (cross) and 4.12 (wobbly) areligations of the individ-
ual node locations for a set of example experiments that we parformed using RSL.
The nodes marked with a™ are anchor nodes, the others are sensor nodes; the ones
marked with a “*” are good nodes, nodes marked with a “+” aré bades, and the/”
nodes have no position data at all. Lines attached to nodes e path from a node’s
true position to where it thinks it is. The longer the lineg tbss accurate the estimated
position. Note that, in general, RSL does a good job of digisg the nodes into good
and bad ones, but occasionally generates both false mss{tjood nodes with long lines)
and false negatives (bad nodes with short lines). These @rengenerally occur outside
the area directly covered by the mobile anchor. Since the mtaksification is largely
correct, applications should be able to exploit that kndgéeto their advantage.

In figures 4.9, 4.11 and 4.13, we show the average accurabe gidod nodes for all
of the algorithms. For RSL, we also have bad nodes, so we htse the accuracy for
a weighted average of both good and bad nodes. Figures 41BlaAd 4.16 show the
average percentages of positioned nodes in each of these ¢dste the poor coverage
(generally less than 50% of the nodes obtain a position agtinfior the square and cross
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topologies, which shows the problems induced by non-umifanchor distributions in
combination with the symmetry problem for straight linedtgmies.

In most cases RSL has the lowest percentage error in its "gamxitions. Euclidean
only outperforms it under ideal circumstances (i.e. no eagrgors); in all other cases (er-
ror variance> 5%) RSL provides (much) more accurate position estimategeheral,
localisation algorithms can trade-off accuracy for cogerf72]. RSL, however, com-
bines high accuracy with reasonable coverage. For low gamdances, RSL has similar
numbers of good nodes as the Hop-Terrain and Multilateratigorithms, only at higher
values RSL starts to classify more nodes as being bad. Theination of the RSL good
and bad nodes however, gives a comparable level of erroretottier algorithms, but
with up to a doubled number of positioned nodes.

The “square” topology was chosen as a typical example of alsimobile anchor
scenario, which could have been implemented by for exampi®laile node attached
to a car driving around a square-shaped building. Thesaxif/aligned paths can be
detected by the equal pairs heuristic (Section 4.4.3) inesoases and compensated for
accordingly. Despite the problems still occurring due te straight paths, RSL is still
capable of getting reasonable results.

The “cross” topology was designed to attempt to break thesatiimplementation
of RSL, as the equal pairs heuristic does not work as well diglgonal paths. However,
although RSL has less accurate results for the cross topad@f the other algorithms
also do badly as well. We would therefore not recommend th@fihe “cross” topology
for use in mobile anchor applications.

The “wobbly” square topology is an example of a topology #tatuld be easier for
the localisation algorithms, as the significantly loweoesifor this topology shows. One
example case where we would expect to see this sort of topddogghere the mobile
anchor is attached to a soldier patrolling the perimeterlidse. The significantly better
results with this topology over the straight-line topokesgis why it is recommended to
avoid straight lines with the mobile anchor paths.

In all of the experiments the internal model of RSL has be¢tosa Gaussian distri-
bution with variance as 20% of the radio range. The resultshfat particular variance
of the actual errors are not much better than for other veeisiof that magnitude. Note
therefore, that we can get good results even when the aetoging information model
is significantly different from the internal model of the atghm. It is important to try
and get the internal model as similar as possible to the bwtodel, but as these results
show, good data can be acquired even if the internal modehicurate.

4.7 Related Work

As previously mentioned, Sichitiu and Ramadurai [121] tilinitial work with statistic-
based localisation and mobile beacons. They however ejain order of magnitude
more processing time, plus a far higher anchor coveragetgdnsachieve similar re-
sults to refined statistic-based localisation. Sun and &86][also looked at probability
models, but without exploring the sources of such modelsunhdepth.
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Figure 4.8: Square topology, 20% range error variance
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Figure 4.9: Square topology accuracy
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Figure 4.16: “Wobbly” square topology coverage

Ssu et al. [127] also worked with mobile anchor points, betrtecheme was heav-
ily dependant on circular radio ranges, which is often net ¢hse with sensor node
radios [153].

Galstyan et al. [36] did some earlier work using boundingdsoxvith additional op-
timisations in the area of “negative information” i.e. ifdwmodes can not communicate
with each other, they are assumed to be out of range with ehehn. dBounding boxes
have the assumption that a node is certain to be somewhérmwiem, but given the
significant likelihood of bad links (two nodes that are inicachnge but cannot commu-
nicate) in the real world due to a variety of possible prolddmg. objects in the way),
this will cease to be the case if we use negative informati®esults from P] indicate
that even without such obstacles, bad links still occur ilgaiicant percentage of cases.

Doherty et al. [28] proposed a method for constraint-basedlisation, including
work with bounding regions. However, their techniques nemfliseveral orders of mag-
nitude more processing power than the methods proposedahdrso they used cen-
tralised computation of their algorithm - rendering it uitahle for large sensor networks
due to the overheads of exchanging information with a centrde. Their solution to the
centralisation problem using a hierarchical distributddthe problem would still require
much larger energy/computing resources than present oentunode hardware, but now
the additional capacity would have to be evenly spread adtmsnetwork, reducing the
feasibility of this technique even further. They also did achieve significantly better
results than the distributed algorithms demonstratedigncimapter.
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4.8 Conclusions

We presented here an approach that can provide good lodaf@mation, even with
non-uniform anchor distributions and considerable ingacies in the incoming ranging
data. We were able to do this by re-examining the abstracfidistance between nodes
as the core building block for building localisation alghms, and moving to probabil-
ity density functions instead of single values as the abstna for distance estimation.
Probability density functions provide a better way to abstiaway from the raw sensor
data used to generate distance-related information, rrétthe the simplified approach
with simple distance estimates.

Refined Statistic-based Localisation provides a goodisoltw the problem of local-
isation even in small, resource-limited sensor networks stWbwed that we can calculate
accurate position data for a high percentage of the senst@srio a network, improving
the quantity of positioned nodes in sensor networks bothugesimpler statistic-based
methods and deterministic localisation methods.

All of this has been tested using mobile anchor scenarioghwie have shown to be
arealistic and usable method for the distribution of anclada, as well as a cost-effective
one - both in terms of energy costs for the sensor nodes ofetweork (as the mobile
anchors are separate from the deployed nodes), and in térins pecessary hardware
required to create the sensor network. Getting rid of thergiin sensor measurements is
hard to do well, but that is the price of gathering data froeréal world. With statistical
approaches, we have shown that it is possible to work ardueskterrors, and derive
good location information. Statistical approaches areeseiat more computationally
expensive, but given the significant improvements in thatioa information, and that
the computational expense results in a reduced level oirejuadio traffic during the
localisation process (which increases the capability béohearby nodes to do radio-
dependent work efficiently during the localisation proges® believe that the trade-offs
are worth it.

4.8.1 Future Work

In the future, we hope to expand on our work here to attemputtinér improve the
location information that can be gathered, by integratimgaraccurate models of various
ranging sensors, and also testing to see whether a combiogel fnom several sensors
may improve accuracy. More work also still needs to be donmaking it easy to build
localisation algorithms on standard node hardware plet$oas very little work is done
with real hardware.

Recent work [60] has shown that better bounding boxes caeteed by altering the
transmission power to provide multiple options for the if@ box, and so this would
help to reduce the size of the bounding boxes.
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IChapter 5

Motion

In this chapter:We further re-examine the abstractions developed in Chap-
ter 4 (probability maps and bounding boxes), look at diffiied probabil-

ity maps, and build new protocols that can do motion detadbioth with
(Portmanteau) and without anchor nodes (Adumbrate), biliowt requir-

ing motion-detection hardware.

As we discussed in Chapter 4, many possible applications hew been thought of for
Wireless Sensor Networks (WSNSs), and a significant numbenarhtrely on location
information in order to perform their designated functiomhis is because the main
purpose of a WSN is information gathering, and gathered dataly useful if you know
what it applies to.

The range of viable localisation techniques depends heaxiwhat node hardware
is available. At one end of the scale, if every node has aamaleters, GPS, and an array
of accurate ultrasound sensors, then localisation is guit@le. Alternately, nodes can
have no hardware designed for motion detection or loc#disat all, and only RSSI data
from a radio to give limited ranging information. Unfortualy, most node hardware is
of the latter type. Additionally, most existing work [17,,486, 115, 116, 121] generally
deals with static networks, and detecting when a network ismger static with minimal
additional hardware requirements would be of considenasde

With WSN localisation, nodes with additional hardware afemed to as “anchor”
nodes i.e. they have a reliable source of information albfmit tocation. Many localisa-
tion techniques rely on anchors, and on the assumption tithiba nodes are uniformly
distributed among a uniform distribution of non-anchor @eadGiven the small percent-
age &10% in most scenarios currently postulated) of anchorsimvdHarge collection
of non-anchors, and the aim that sensor networks are evgnintanded to be easy to
distribute for non-computer scientists, this assumptian oot be relied on for many
application scenarios.

Most of the content in this chapter has been published asifAxdate: Motion Detection with Unreliable
Range Data” by Tom Parker and Koen Langendoen at the Fouthnhtional Conference on Networked
Sensing Systems (INSS 2007) [3]
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One piece of information that would be very useful is motiofoimation - if a node
has not moved between its initial deployment and the time fitiily localised, then we
know that all data gathered up until that point was from aipaldr location. If it has
moved, information on the approximate amount of motion melp kdecide whether the
data can still be treated as located at a particular poirth(®particular level of location
accuracy). We therefore need to be able to detect motionwitbaut anchors.

Another major problem within WSN localisation techniquesaggjuiring accurate
range information between pairs of sensor nodes. Therenisrgly some error in the
ranging information (as we noted and discussed in Chaptextith motion detection
algorithms must be aware of and be able to work with.

5.1 Detecting motion

Despite the potential usefulness of motion detection fossenetworks, especially given
their locality dependance (see Section 1.2.3), it has bemykected topic. Most work
with moving nodes tends to focus on anchor nodes (e.g. Malitdnor scenarios from
Section 4.5), or with robots [94, 113, 135]. In both casetends to be assumed that
the moving nodes/robots either have an external sourceceafisation data (e.g. GPS),
and therefore can calculate motion information where ngediethat they have motion
sensors available to them (e.g. an accelerometer). Umfateily this is not true for most
typical sensor nodes, and so this limits what can be done fiiom detection using
techniques that rely on this extra hardware being presermlamdes. This creates a
percieved difficulty in doing motion detection on typicahser nodes, to the extent that
it is not even considered as an option, despite the potarges of such data.

We therefore decided to further explore what could be dornthénarea of motion
detection without changing the hardware profile for stadd&SN applications, as we
felt that the standard reasoning regarding what is availtbh typical sensor hode was
flawed, and that there were possiblities for doing motioreckdn by taking apart the
abstractions that describe standard thinking about nodinaae.

In this chapter we focus on two scenarios for motion detactiwhat can be done
with just basic nodes (no localisation hardware; just RS&81)l what can be done with
minimal quantities of additional hardware on a limited siet@des (anchor nodes). The
first scenario is in line with our goals of zero changes, bettfcond requires additional
hardware on a subset of the nodes. As this additional hasdwas already part of the
requirements for Localisation protocols, we felt that exjphg this hardware without
adding further hardware requirements was an acceptablproonise.

With only basic nodes we are limited as to what we can do, buesoformation can
still be gathered. In the situation with a limited set of amchodes, we still may well
have the same problem as with just basic nodes, as with loveptges of anchor nodes,
a given basic node may well have no communication with anobdes. One solution to
the lack of additional anchor nodes is that the anchors méiyoeenobile (Section 4.5),
and so even if a basic node has no current communication withaa nodes, gathering
some information before communication is established afitthor nodes may help de-
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termine earlier location data. Anchor-less situationdikedy in the early stages of some
mobile anchor scenarios, especially when the placing oigdear away from the loca-

tions where the nodes are being placed, and so we need toebald motion detection

both with and without anchors.

Our particular focus here is on allowing smarter decisiorsnited motion scenarios
for localisation algorithms designed for static networdsd limiting the problems that
moving non-anchor nodes can cause to stateful localiset@miques. In general, state-
ful localisation tends to break if motion occurs, but by lge@ware of motion, protocols
can discard/revise localisation state to avoid this hajmgen

Unfortunately, most methods for detecting movement of sagin not tell the dif-
ference between moving nodes and malicious nodes (nodearthaending bad data).
Malicious nodes are hard to deal with - with a large enoughwarhof effort and/or
nodes, a malicious intruder can potentially break an entitavork. However, for most
non-military sensor network scenarios, the chances of &imas$ intruder are very low,
whereas motion is likely. We are therefore going to conegatour efforts on detecting
motion, and leave the problem of dealing with maliciousudsrs for more advanced
systems.

5.2 More Probability maps

Motion is intrinsically linked to localisation, as if a noaeoves it changes from being
at one location to being at another. Therefore, our firsttioluwas that looking at data
from localisation techniques (Chapter 4) would give us samsegght as to how to do
motion detection on sensor nodes.

In Section 4.3, we looked at the standard mapping functimrs Eensors capable of
providing data that could be converted into range valued,camcluded that instead of
providing point values, a probability map for possible imede ranges was a more use-
ful abstraction from the possiblities for sensor data. lim@lar manner, we considered
some options for probability mapping for motion detection.
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Figure 5.1: Trivial case
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We ideally wanted a probability map in a similar manner agdfetance values, pro-
viding a mapping between an input value from a sensor andrtifeapility that a node
had moved. For dedicated motion detection hardware (e.@ceelerometer), such a
map would look like Figure 5.1, a trivial degenerate casé walt values> 0 indicating
motion. For our use cases, however, such hardware was rilattdgaand we were likely
to have to work with inaccurate distance measuring hardware

As we only have distance measuring hardware to work with, edrio look at the
difference between a distance measured at one point in mtha aistance measured at
a later point in time, i.e. compare two probability maps. Waevinitially concerned that
the likely patterns for probability maps shown so far, alevith other studies regarding
the inaccuracy of RSSI[108, 145, 153] (which is the mostyilevailable source of data
for deriving distance numbers) would give significant viias in the maps for multiple
sequential readings of the RSSI values between a pair @f stades. In other words, we
expected to see a lot of variation in the RSSI values, andeefibre lots of perceived
motion even when the nodes were not moving.

We further investigated the sources of RSSI variation, anchd that in general the
variability in RSSI between a pair of static nodes a fixedattise apart should be sig-
nificantly lower than the variability between random paifsnodes that are the same
distance apart e.g. if nodds B andC are all 10 metres apart, then multiple readings
from a single pair of nodes will show less variability thanltiple reading from different
pairs of nodes, despite the distances being the same. Thiseisult of several of the
primary sources of RSSI variation (node orientation, sentaracteristics, receiver sen-
sitivity) being identical for all of the multiple readingsoim the single pair of nodes, but
will be different for the different pairs, despite the distas being the same. Figure 5.2
indicates a typical probability map for differences betwego RSSI values for a pair of
static nodes.

probability of motion

0 1 1 1 1 1 1 1 1 1 1 1
0 05 1 15 2 25 3 35 4 45 5 55

Difference between distance estimates

Figure 5.2: Example differential probability map

However, if the environment changed, then the RSSI valuasgdd as well. Addi-
tionally, there were occasional apparently random spikésd RSSI values even without
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changes to the environment. This meant that although welgerherate maps similar
to Figure 5.2, they would have more outliers and a generaibet trustability than the
source probability maps. We therefore needed a better whletoout the outliers and
other problems caused by a changing environment. Notdtiyid the situation that we
faced during the Localisation work - the probability mapstbeir own were not very
useful as a distance measure, but were a useful raw dateedourmore accurate meth-
ods.

As we do not have good location data, we cannot use RSL foringepgobability
maps. In fact, the lack of location data for any nodes stopst methods of merging the
maps directly. We instead looked at the idea of mass-spriodefs, using the original
distance probability maps to generate the force equatmnthé springs.

5.3 Adumbrate

When we refer to radio range in this section, we are using thérman possible radio
range between a pair of nodes, including any “gray arégéffects. The techniques here
have been influenced by [51] (specifically their gradientcdas algorithms for mass-
spring systems in the design of Section 5.3.2.4).

Mass-spring models are a good example of the experienti@phers mentioned in
Section 1.3.2 - a mental model based on physical experiedesy are based around
the idea of a series of point masses joined together by assefisprings. For node
motion detection, we build a mass-spring model detailedhi® $ection, referred to as
Adumbrate, where the nodes are the point masses, and thgspepresent the estimated
ranges between a pair of nodes.

0.2 T T T T T T T T
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Distance

Figure 5.3: Example Hooke’s law probability map

Normally, springs in mass-spring systems would be modeltambrding to Hooke’s
law of elasticity, where the force on a particular springds& to the difference between
the rest state and the current elongation of the string pligltli by a string constant,
k. Instead, we use the probability maps for the ranges bet#teenodes to generate an
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estimated force on a spring based on the cumulative pratiebiior a node being further
away or closer than the current range estimate.

For example, Figure 5.3 shows a probability map for an exarspting that actually
follows Hooke’s Law. The maximum radio range in this case@sdnd the rest state is
10, because there is exactly the same area in each of the rgeesy. dn other words, if
the length of the spring is 10, it is equally probable thatgpeng & range between the
nodes) is actually shorter or longer than that length, artieséorce on the spring at that
length is zero.

Adumbrate moves away from trying to generate physical lonatfor the nodes,
as we do not have location data, but will provide us with togatal data suitable for
determining information about the probable motion of thele® In order for this to
work, at least a subset of the pairs of nodes need to haveestatding values, both in
the sense of the nodes being physically static between #iafid second measurement
of the data source (RSSI) and the values from the data soaezktta be almost identical.
If there is not a stable subset of nodes - either because afiteb motion, lots of change
to the environment (which will effect the RSSI values) ortabée data readings - then
reliable motion detection cannot be done using Adumbrate.

5.3.1 Mass-spring model

In Adumbrate, the energyap of the spring between a pair of nodésand B with a
current range oRa g, @ maximum radio range &fl, and a probability map defined by a
function f (x) can be given by the general-purpose formula

Ung = k('/(;RA‘B F(x) — /M £(x) (5.1)

Rag

wherek is a model-dependant spring constant.

For example, the two grey areas from Figure 5.3 are equjlgFfAth (x) ande'\flB f(x)
respectively for a value dRa g equal to the rest state. This works both with probability
maps that are defined by a function (e.g. gaussian distoiytand those that feed from
a table of data derived from real-world experiences.

One problem with the use of the general-purpose formulaaisrépeatedly deriving
values for it can be a relatively expensive operation, anarfost sensor nodes this can
be a problem. The problem is amplified by the fact that thiccfiom will be called
frequently by other operations as we will see later on. Tioeeg for models that are
function-derived, it is often better to create an approsiarafunction which provides a
model-specific energy function for lower computationaltcos

In our experiments, we worked with node-node ranges assumée ~ N(m,v)
(gaussian errors around a most-likely valuarowith variancev). For this model, the
energy function is:

Uag = kw (5.2)

Both classes of energy function should be equally usabtejged the same function
is used for all nodes within a particular system.
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5.3.1.1 Links

In order to know which pairs of nodes need to have springstimien them, we define
the concept of some nodes being “linked” to others. A linkn@etn a pair of nodes is
defined as one of two possibilities, either

1. AandB can communicate directly i.AandB have a known value for the measured
radio range between therA.is therefore a neighbour & and vice versa.

2. Rap < radio range butA andB are not connected using the previous rule. In this
case the link distance is defined as the radio range, and4Reesult is scaled
by the probability of a broken link (i.&)'gkenink— U, g+BrokenLinkProbability
as given from experimental data. Values for the broken lirdbpbility will be
approximately in the 0.1-0.2 rangé andB in this case are not neighbours, but
they are linked.

A link creates a “force” due to the spring that pushes/puiks hode towards a more
accurate location. For a given noAewe can calculate the ford& on that node using

FA = g FA,B = — g (A A-> B)UA.B (53)
whereA = Bis the unit vector fromA to B andA andB are linked.

5.3.2 Local co-ordinate systems

The node that is running Adumbrate is referred to as the *roote. In order to do
motion detection, we first need a method to build local cdrad systems.

5.3.2.1 Reference node placement

Firstly, we need to gather range data (estimated values andnees from the radio
model) from the root node to its neighbours, and also quesyrdiot's neighbours for
range data to their neighbours, giving us a topological noajalf of the root’s 1- and 2-
hop neighbours. We can then place the root node, and one mighaode’s neighbours.

In order to define a local co-ordinate system, we need referpnints. The root node
is declared as being located (& 0), and we also require a second “reference” node to
define the x-axis for this system.

We need a node that is highly connected to the root node’s diateneighbours,
in order to reduce the quantity of calculations we need téoperlater on. Therefore,
the selected reference node will be one of the 1-hop neigBhafuhe root node, and we
select it using the following rules in order

1. Highest number of root-transitive links (i.e. for a giveade, the number of its
neighbours that are also neighbours of the root node).

2. Highest number of neighbours.
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3. If we still have>1 possible nodes, pick one randomly (lowest node id is a sug-
gested method).

We now also declare this selected neighbour as being Igit@dated atm, 0) wherem
is the measured distance to the neighbour. As this alway&shiorNeighbour= 0, this
is currently a minimum energy configuration of the positidmedes.

Once we have the reference node and root node placed, we thaenanto the other
nodes.

5.3.2.2 Initial placement

Working from these initial two nodes, we can now start to finitial locations for the
other nodes. We can place all nodes that have two neighbothie already placed set of
nodes, using those two neighboutsandB, referred to as the “parent” nodes of our new
node) and the ranges between them to place our new@uodesome cases, we will have
chosen parent nodes that are unsuitable for pla€jrand in these cases Adumbrate will
fail the sanity tests specified below. If this is the case, hentproceed to check other
possible parent node pairs for suitability.

For a nodeC with already placed neighbour nodésndB, andA andB are neigh-
bours of one another, we may be able to calculate an initatime usingA andB as
parent nodes t€. Using the measured values for all of the inter-node diganwe start
by calculating/BAC from the law of cosines.

R2 +R2 o—

V= 7A~%;A o :‘%’*C, /BAC= cos 1(v)
Sanity assumptiorjv| < 1

Using a lineD, parallel to the x-axis but through we then calculate the angIeAf% B

toD

Aﬁ;sxy z=sin"1(n) wherezis the angle oA = Bto D

Sanity assumptionn| <1

n=

We can now calculate two possible valueséf{= angle ofA— C to D), using8 =
z+ /BAC. We then have two possibilities f@’s co-ordinates using the two values &f
andC = (Ax+Raccog0),Ay +Racsin(8)). These are shown on Figure 5.4GandC’.
We choose the initial location of a node with the minimum antaaf force (as defined
in 5.3.1.1) given the current set of placed nodes.

In some cases we will fail the sanity assumptions, and hatestavith other pairs of
neighbour nodes. Once we have placed all of the nodes thateéhealid pair of placed
neighbours, we then work on the remaining nodes.

5.3.2.3 Placing remaining nodes

If we have remaining unplaced 1-hop neighbours of the ratdb not have 2 neigh-
bours in the set of already placed nodes, then we can repeatalkess for selecting a
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reference node (as in Section 5.3.2.1, but using only naitipned nodes as possibili-

placed placed

ties), and place this newly selected neighbour—a@i(n—px, —2"%) i.e. an averaged
location directly opposite the current set of placed nodédch is the most likely loca-
tion for this remaining unplaced node. We now return to tleepss of placing additional
nodes that have two neighbours in the “already placed” setifanecessary keep repeat-
ing this sequence of processes until all the 1-hop neighbodes are placed.

After placing all of the 1-hop neigh-
bours, if we still have unplaced 2-hop nodes
with 2 placed neighbours, but for all pos-
sible pairs of placed neighbou#sandB,

A andB are not neighbours of each other,
then we use the calculated locations for
a pair of neighbours to work out the dis-
tance between them. The calculated dis-
tance is then used temporarily for the place-
ment steps in Section 5.3.2.2. This is less
accurate, but will still give us a reasonable first guessHerdcation of a node.

If there are still unplaced 2-hop nodes, without at lease2exdl neighbours then these
2-hop nodes must have 1 placed 1-hop neighbour (by the defirif a 2-hop node as
being connected to a 1-hop node, all of which have now bearegjathen we place the
2-hop neighbour at

Pi(raitra) Pi(ratro)
( r ’ r
sured ranges respectively, apﬁ’y} is the x- and y-coordinates of the 1-hop
neighbour.

Figure 5.4: Placing C

) wherer y 3, is the root-1-hop and 1-hop:2-hop mea-

Placing the 2-hop neighbour further along the line of theop-heighbour provides a
reasonably likely initial position, without the need fortemsive calculations on the full
set of placed nodes.

5.3.2.4 Topology optimsation

The locations for the nodes are now further refined. Refinéimerecessary because our
initial configuration does not take into account all of th&k between nodes when we
are placing them.

The total energy of the system in a particular configuratson i

Energy=SagUag A, B e placednodes
and there exists a link betweé&mandB

An optimal topology for a mass-spring system is when thel etargy of the system
reaches a pre-defined minimum value (ideally zero, but iotfmathis will often not be

possible to achieve). We may not be in this state after thaliplacing, as we did not
take all of the link information into consideration initial We therefore need to further
refine our location data.
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The location of each nodg is refined, firstly for the 1-hop neighbours, then the 2-
hop neighbours. For 2-hop networks, this makes sure thatle':parents will always
be evaluated before the node itsdlifis refined as follows:

1. If A has an parent node that switched to its alternate locatianglthis round of
the algorithm, then recalculafés location and alternate location according to the
previously specified initial placing algorithm (Sectio2.2).

2. Otherwise

(a) CalculateA's current forcd=a, with Equation 5.3 on page 99.

(b) If A has an alternate location, which is a valid location givemd¢bmmuni-
cation links to this node i.e. all direct links foare within radio range of the
alternate location, calculate the force for the alternat¢ation as well, and if
the magnitude of that force is smallérjs moved to the alternate location.

(c) UpdateA's current estimated location
A«— A+FaT
whereT is an arbitrary constant controlling the rate of convergenc

These steps are repeated until a minimum energy state ise@aor until the reduc-
tion in energy from one state to the next drops below a prexééfiimit (or the energy
increases). One possibility for improving the speed andir@oy of this process is to
choose a value foF that is proportional té& nergy allowing for rapid reductions initially,
reducing the motion as we progress towards the minimum grs¢age. Other techniques
such as simulated annealing [62] could also be applied éxsslitable values foF.

5.3.3 Motion detection

Now that we can build a local co-ordinate system, motionat&ie is possible by com-
paring a local co-ordinate system generated at one moménténLCS;) by a node, to
another generated system by the same node at a later pameiflLICS,). We require at
least 2 nodes common to both systems (which may or may notigkbwairs), in order
to be able to use this information, otherwise we cannot warkvehich way the node
moved.

For each pair of nodes which we will design&eandB, using theLCS system co-
ordinates forA, B and our root node (marked &5 as well as range data frobhCS for
our root node relative t& andB, we can calculate the possibilities for the location of the
LCS root inLCS (designated aK) using

(Ke—A)?+ (Ky—A)? = Ria (5.4)
(KX*BX)ZJF(Ky*By)Z = R|2<,B (5.5)
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Solving forKy in terms ofKy, A andB, gives us

e = RRa-A-A (5.6)
e (Bj+B{—Rs)

m = 2B A (5.7)
B 2(By — Ay)K

" aEA) 9

Kx = m—nkKy (5.9

Using Equations 5.4 and 5.6-5.9 we can then solvéjor

0o = (An—A —mn?n?+2Am—e) (5.10)
—2(An—A,—mn) £2,/0(n? +1)
K, — UL (5.11)

Equation 5.11 gives us two values fiy which we can then substitute back into
Equation 5.5 to get values fi.

h = Rig—Bj—BZ (5.12)
Ky — —Bxi\/zsyKy+h—B§—Ky2 (5.13)

This gives us up to 4Ky Ky) pairs that represent potential values for Results
involving imaginary numbers are discarded, as they do myesent valid solutions.

, Possible new Root node location
L,’ a value of K)

(

Bounding box of K values

-

~
\ * ( Old Root node location (1)

N Inaccurate outlying value for K

Figure 5.5: Calculating values for K

For each pair of nodes common to both co-ordinate syst&rasqB), and using the
LCS system co-ordinates fa@, B and our root node (marked 8s as well as range data
from LCS for our root node relative té andB we can calculate the set of possibilities
for the location of the.CS root inLCS (Figure 5.5).
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We now have a set of up to 4 possible locationskarhich are checked against the
measuredy a andR g values. The values that have correct ranges (at most twewf,th
by standard geometrical theory regarding the intersectfdwo circles [139]) are valid
locations forK, and we choose the closest to the existing root node, as themamt
between separate invocations of this algorithm should énmail.

Each of the valiK locations represents a “motion vectoMY) for our root node.
We can calculate values ftMV using the locations dk as the vector betwednandK,
as in the event of no changds,= I, andl is at(0,0) by the definition ofl being the
origin of the local co-ordinate system. The average of theesaforMV is the assumed
motion, and the maximurK values in each direction gives us a bounding box whose
area is proportional to the inaccuracy in dumeasurement.

5.3.4 Results

We performed a series of experiments to test Adumbratdirggdrom a randomly gen-
erated set of “true” node locations, using 226 nodes in a 100m area, with a radio
range of 14m, giving an average connectivity of approxityate.

Experimental tests [108] have shown that the change in toe leetween consecutive
measurements for the range between a pair of static nodébevgignificantly smaller
than the error between the measured ranges and the true firgés because many of
the sources of range inaccuracy (reflections, batteriesmgrdown, low-quality radios,
etc) should be relatively stable between one range measuateand the next. We there-
fore setup our experiments to mimic this, by taking the toggland ranging information
from the “true” locations, and adding some gaussian disteith noise to the ranging data
(mean equal to the “true” range, variance at different ke¥erl different experiments).
This “noisy” ranging information was then used to generakecal co-ordinate system
(Section 5.3.2). We then moved the root node by a random anfoniformly random
direction, distance depending on the experiment). Fohallihks not connected to the
root node, we changed their “noisy” ranges by a small randalwmev(mean equal to the
original “noisy” range, variance at different levels foffdrent experiments), and for the
links connected to the root node, we re-generated new “hagsyges according to the
true ranges for the new root node location (noise generaitbxtine same parameters as
the first local co-ordinate system). This second set of Yiadata was then used to gen-
erate another local co-ordinate system, and the two wer@aed as per Section 5.3.3.

For all of the experiments, the results are specified as ptges of the radio range,
and are averages of 20 runs of a particular set of parameisirgy a different random
seed each time. Figures 5.6, 5.7 and 5.8 show the resultdnaiticuracy for the non-
moved links set to 0%, 5% and 10% of the original variance. @hiees on each of the
graphs represent a variety of movements of the root nodeeesthe first and second
sets of data. At 10% and 20% motion, neither altering theiraigerror nor the second
measurement inaccuracy significantly changes the resuitsthe percieved motion is
reasonably accurate-B%). However with greater motion-Q0%), the percieved motion
becomes increasingly inaccurate. Note that this is theanditétween successive tests of
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Figure 5.6: 0% inter-measurement inaccuracy
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Figure 5.7: 5% inter-measurement inaccuracy
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Figure 5.8: 10% inter-measurement inaccuracy

the motion detector, and so if we run the algorithm frequeaiough (depending on the
average rate of motion of the root node) these more diffi@ades can be avoided.

The curves in all cases are relatively flat - a first guess at@rp results for these
experiments would assume an upwards curve in perceivedmas the error between
true and measured distances increases. However, the ndetiection algorithm that we
are using here works with the differences between two medstistances, and as the
errors for each of the two measured distances are similaeasing the error from true
distances does not significantly alter the algorithm’s ltesu

Increasing the change in the error between the two meastsezhdes does not
change the results that much either, and this also appligsadditional tests that we
have done for higher values of the error change. The erraegahat we have used here
are similar to values shown in experimental testing [108].

5.4 Moving localised nodes

We have now shown that motion detection can be done withoukaowledge of the
physical locations of the nodes. However, this is subjeaiumerous false positives,
especially when a node is moving rapidly between the firstsambnd estimates of the
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ranges between nodes. In this section, we show how to detatidnmwith localised
nodes, without false positives, and in a way that works betidn more movement.

If a node has been localised, and then moves without beingeasfats movement,
then the node will be somewhere other than where it thinkss iffit then broadcasts its
old location data, while being at the new location, then otfaes in the network will
have inconsistent information. This is only a problem witinranchor nodes, as when
anchor nodes move to a new location, they will have new looatata, and in both cases
their true and calculated locations are the same (to wittkimoavn degree of accuracy).

5.4.1 Bounding boxes

Anchor nodes periodically broadcast their locations, drdriode has received location
data from an anchor then it knows itis in radio contact witkt imchor, and so therefore it
must be within radio range (where “radio range” is a maximwssible value including
“gray area” [?] effects) of that anchor. Thus we can limit the space of gadsdocations
for that node to a circle centred on the anchor’s locatiom wdidius equal to the radio
range. Bounding region information can therefore be usesaiity-check information
from localisation algorithms. For practical purposes tiigant speed improvements)
we use a bounding box rather than a circle, with each sidel ég2a radiorange and
the anchor in the centre.

We looked at this in detail earlier in relation to Localisati(Section 4.4.1), but we
now focus on the motion related information that we can defriom bounding boxes.

5.4.2 Breaking the Boxes

As a consequence of the sanity
condition that a node’s bounding box !
will always contain its true location, / :
and that any two nodes that are in -

communication must be within radio PO | 1T T
range of each other, bounding boxes // :_g !

the current bounding box of a node
and another bounding box that it has
received, and therefore wishes to in- ! ;
tersect with, will always have anon- =777
empty intersection. Figure 5.9: Motion example

Figure 5.9 is an example of how
motion of a node can break bounding box sani§1 and A2 are the locations of a
moving nodeA before and after it moves, aiis a stationary node. The inner and outer
boxes around the nodes represent their bounding boxes amiling boxes expanded
by radio range, respectively. K& talks toB when it is atA2, andA thinks it is still
located at positior1, then there will be an inconsistency betwéenbounding box and
the bounding box oB, which means that one of the two nodes must have moved. In a

|
assume another sanity condition - that : S : :
b

107



5.4. MOVING LOCALISED NODES CHAPTER 5. MOTION

number of cases we will not be able to detect motion (the maminallowable motion
before we can detect motion with absolute certainity is prtpnal to the size of the
bounding box of a node), but in these cases we do maintaindimgitbox consistency,
so we can still generate valid bounding boxes, although svitbduced accuracy due to
the size of the boxes.

5.4.2.1 Portmanteau

When we do detect bounding box inconsistencies, we can watkrect the problem,
using the algorithm described below, which we refer to asrRamteau. If a nod&
receives a new bounding box from a neighbbUthat would create an inconsistent situ-
ation Boxy NBoxy = ©), then this tells us that either thidtor M has a problem. Both
nodes then check how many of their neighbours currentlyidenshem inconsistent. If
two neighbours (including eithed or M) consider one ofN or M currently inconsis-
tent, then that node should recalculate its bounding barinétion. This is done by
discarding all current bounding box data (i.e. returnirgrbde to Step 1 of Algorithm 2
on page 77), and sending a control packet to all of the neigfifip nodes saying that
any currently used bounding box information from that noldeud be discarded, and
requesting their current bounding boxes.

el Figure 5.10 shows how this could
work for a nodeA moving fromAl

to A2. It starts to communicate with
nodesB andC, and there is an incon-

et : e sistency between the baXl and the
A ¢ boxes forB andC, so there is an in-
I a2 | Po consistency “link” fromA « B and

from A — C. As two of A's neigh-
bours consider it inconsistent, it re-
sets its bounding box data back to
the startup configuration, and sends

Figure 5.10: Inconsistency a control packet t® andC invalidat-

ing any bounding box data they have

gained fromA, and requesting their bounding boxes. This would then t@salnew and
valid bounding box foA. Any localisation algorithms being run on the node shousd al
possibly be naotified at this point if the previously deteredriocation for the node is now
outside the new bounding box.

In many of the possible scenarios for bounding box incoesist, the problems will
now be resolved, and the node will have a new bounding boxovifaver, this fails, then
the node should send a message to its neighbours declaghg turrently considers
them inconsistent, and remain in an inconsistent stateindoasistent node should now
stay in that state until there is a change in any of its neighdidounding boxes, in which
case the bounding box for this node should be re-evaluateldacok for the resumption
of consistency.
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sd *1s 1p /uo 1iau

Figure 5.11: Bounding box testing

One problem here is th& andC may have previously integrate&ls information
into their bounding box configurations, andN§ information is later found to be invalid,
thenB andC need to be able to work out what parts of their bounding boxesdae
to A and what are due to other nodes. In order to counter this, eagé can keep a
record of the bounding box for each other node, in order tdibeta rebuild an accurate
bounding box when one node’s information is found to be invalf a node resets its
bounding box information due to detected inaccuracies) the node also discards the
list of bounding boxes that it had stored as well. To deal wiibbile situations where
there are many various sources of anchor information, aedtbrage of every other
recieved node would be impractical, then only a limited $&tnfost recent recieved
boxes) are stored, in addition to the calculated box for tigerin question. Discarding
some recieved boxes after they have been used to improvedhetox does reduce
our capability to handle inconsistent boxes due to motiom giiven the limited storage
available to WSN nodes, this is a reasonable trade-off.

5.4.3 Results

We performed a series of experiments, testing how much metas necessary before
Portmanteau could detect inconsistencies. The nodes waittei®d in a 200 x 200 box,
with radio range set to 14. We varied the number of nodes taliffetent levels of av-
erage connectivity in the network, as well as designatingragntage of the nodes as
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anchor nodes. For each simulation run, we allowed the bes s exchange bounding
boxes as per Section 4.4.1 (without any of the limits on nunolbéransmissions to at-
tempt to generate the best possible bounding boxes) uetildtabilised at their smallest
possible values, and then started to move one of the nodesaimdam direction. Each
experiment was run 20 times, with varying random seeds foin eanfiguration, and the
results given here are an average of the 20 sets for each axaifan.

The graph in Figure 5.11 shows the minimum motion necessEnréinconsistency
checking noticed motion. The minimum motion necessary &edion reduces with
higher connectivity networks, as well as with increasingher percentages. For most
scenarios, the amount of motion necessary does not in deneeedradio range Ad-
ditionally, all of the experiments reported a zero falseifpasrate i.e. no node reported
as moving was in fact stationary.

5.5 Related Work

Capkun et al. [19] created an algorithm to create local doatd systems, and a method
for translating from one system to another. They then pmegdo attempt to use a
network of co-operating nodes to build a Network Coordirgtstem (a form of local
co-ordinate system where all of the nodes in a network ussahee local co-ordinate
system), using a Location Reference Group (LRG) of sentilsté.e. minimal move-
ment) nodes as a centre for the topology. We have used an IkeGylstem here, but
using information from a local neighbourhood rather thamehtire network. Network
Coordinate systems significantly increase the amount dficnequired to setup and
maintain the system over local coordinate systems, andctisdtrises with the size of
the network. The benefits gained via the use of this are miniama in most mobile
anchor scenarios the situation where no anchor informédiawailable is for a limited
time only, and so cross-network protocols that could @iinetwork coordinate system
(e.g. source-to-sink message routing) would be bettetafirg data locally and waiting
for anchor information before transmitting. Priyanthale{®02], as well as Shang and
Ruml [118] also looked at LRG-like systems, with similar piems regarding processing
and communication costs as Capkun et al.

Krumm and Horvitz [65] did some earlier work with motion detien using RSSI.
Their method used smoothed histograms of varying signahgth from Access Points
(APs) in an 802.11 network to determine whether a particatatte was moving. The
motion detection algorithm did not explicitly use locatidata, but the requirement for
the APs to be static allows them to be used as reference p@nitswork here requires
that a subset of the nodes being measured are relatively (&ath that comparisons be-
tween the different local co-ordinate systems can be madejyithout requiring that the
currently-used static nodes remain permenantly statem Hpplication has permenantly
static infrastructure nodes (e.g. an urban 802.11 netyotigr more efficient algorithms
are possible, but this cannot be guaranteed for WSNs. Musiulan et. al [85] also did
similar work more recently, but using FFTs (Fast FouriernEfarms) to process the
RSSI data instead of smoothed histograms.
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5.6 Conclusions

We have shown here another way to look at localisation datéhéopurposes of motion
detection. With standard approaches to localisation, simlgle range values would be
available, and motion detection with that data would be Vemted and significantly
inaccurate. By finding new applications for the abstractideveloped in Chapter 4 -
probability maps and bounding boxes - much more can be dargarticular, the mass-
spring model, with its representation of inter-node dis&anas springs in order to limit
the effect of errors occuring in multiple measurements eveeriod of time, provided a
new way to look at the problem of motion.

We have also shown that even in situations where localisdifeaks down (such
as anchor-less scenarios) that motion can be detecteduvitlawing location data, and
without requiring extra hardware. Working with inaccuredaeging data, even with the
probability maps, is difficult, especially without anchdesprovide sources of known
sane data. With mass-spring anchor-free approaches, veeshawn that it is possible
to work around the inaccuracies and derive good motion médion. Mass-spring ap-
proaches are somewhat more computationally expensivep@eau to using motion de-
tection hardware), but given the ability to provide motiaformation without requiring
extra hardware or anchor nodes, we believe that this is vitofthass-spring approaches
are also able to rapidly detect motion, but at the cost obthicing the chance of false
positives. Additionally, if we do have anchor nodes, therhaee shown how we can de-
tect motion with simple methods based on bounding boxesiehtte the false positives
level down to zero.

5.6.1 Future Work

To a certain extent, all of the possible future improvememéntioned for Localisation
apply here as well, given the dependancies of the technieres on the abstractions
detailed in Chapter 4. Any improvements in the probabilitgpp® or reductions in the
size of the bounding boxes will improve the results showrmeher

Additionally, we would like to explore integrating togethéata from both mass-
spring models and bounding box methods into a unified “erel’ motion detec-
tion algorithm, incorporating data from results over thérerifespan of an application.
Mass-spring models are good at noticing relatively smalbants of motion, with some
level of false positives, but less good with larger quagsitof motion. Bounding box
methods are bad at noticing small amounts of motion, but omgon levels exceed
certain thresholds then they are much more capable of ngtitiand without false pos-
itives. Creating a system that blends the best of both woeld bensible option which
would, for example, allow the bounding box methods to tedl thass-spring models
which nodes have moved “too much” and so let the mass-sprodgts work with just
the low-motion nodes.
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IChapter 6

Aggregation

In this chapter:We challenge both the use of standard statistical functions
for aggregation, and the notion that aggregation can aleayine all data
into a single packet. We then build a phase space repreiseriat arbitrary
application-specific data, and build a new aggregatiomgmitthat uses the
phase space representation to significantly reduce theser traditional
aggregation protocols

Whatever the nature of the application, WSNs generate dat& Wduld be because
of the primary goals of most sensor networks: gathering andgssing data about the
environment around the nodes. Also, for most applicatitins,more data that can be
gathered, the better. One motivation behind this is thatéess data is gathered, it can
often be used to improve the quality of the end results froeaghplication, and that the
“cost” of gathering more data is often not thought of as a megmstraint in other data-
gathering systems. Additionally, with increasing numbafraodes, the volume of data
becomes ever greater. Therefore, one of the fundamentallgpns for these networks is
managing the outputted data.

Given the energy and space limitations of WSNs, moving irgingaquantities of
data to a sink node/end-user computer where the data camoteel stnd analysed will
reduce the operational lifespan of such a network. For WSalheging more data than
is strictly needed is no longer the safe option. It can be lemieel that reducing the
amount of data that needs to be gathered is a required goatién to achieve usable
network lifetimes. This goal, however, conflicts with thédirmation gathering purpose
of the networks. A network that transmits no data (for exapplould be very efficient,
but not very useful.

We have the difference here between data and informatigulications need infor-
mation, which can be seen as the end result of data once ieleagivocessed. We do not
necessarily need to transmit the data all the way to the sidle tbefore it is processed,

Most of the content in this chapter has been published astféixphase space data representation for
correlation-aware aggregation” by Tom Parker and Koen kadgen at the Fourth Annual IEEE Communica-
tions Society Conference on Sensor, Mesh and Ad Hoc Commigrisaind Networks (SECON 2007) [4]
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and so the area of in-network processing techniques [35]lettihg either individual
nodes (or several nodes working together) do some init@gssing of the raw data into
information before it is transmitted further into the netlwewas formed.

One particular use case of note for in-network processirggn$§or data is that there
will be some parts of the raw data that are not required tolgeirtformation that the
application actually needs in the end, but would normallyreasmitted anyways. This
idea is addressed by aggregation techniques, which alloapplication to decide “this
data is redundant/unimportant and can be discarded”, aratisce the network data rate
while still providing a particular set of required infornat.

In this chapter, we look at aggregation techniques, and skioat can be done to
improve their design by re-examining their core abstrastio

6.1 Existing work

Much work has already been done in both aggregation, and ényoug mechanisms
for WSNs that indirectly use aggregation techniques (e.d.-88sed techniques like
TinyDB [78], TAG [77] and STREAM [8]) for whole network quess. Given that one
of the major purposes of statistical techniques is redulzrge bodies of data down to
a smaller set of useful representative values, their usasaa obvious good choice for
aggregation techniques.

Averaging is a popular choice [77, 78] (partly because of@eatral Limit Theo-
rem [142]), as this can reduce any number of data points doyust an averaged value
plus a count of the elements merged (the count is requireidtmarging of multiple
averages at later nodes). This has several major advanté@gsegully distributed; the
end result is always very small (and the same size) regardfdsow many data points
were initially available; processing and space costs aremnail; and an average value
for a region is a common example query asked by many propesewdsnetwork appli-
cations. Overall, it is a very easy (and common) questiomswar, and one that many
aggregation protocols have optimised towards.

In general, there is a wide variety of possible aggregatimetions, and Madden et
al. [77] (based on earlier work by Gray et al. [40]) proposedxa@nomy for aggregation
functions, describing four properties of interest. Theyave

e Duplicate sensitivity - will the aggregate results charfgaiinput value is dupli-
cated?

e Exemplary/Summary - does the aggregate provide partitet@mplary” values,
or a summary of all values?

e Monotonicity - will any combination of two partial aggregat states always be
larger than the individual values (or alternately, alwayster, but not both in one
aggregation function)?
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e State size type

— Distributive - partial state size is the same as the end sizte

— Algebraic - partial state size is not the same as end staglgizis a constant
size

— Holistic - partial state size is proportional to the numbfgtata items i.e. little
to no partial aggregation can be done

— Content-sensitive - partial state size is proportionabtoe (statistical) prop-
erty of the data values.

— Unique - partial state size is proportional to the numbemifjue data items.
Can be considered a special case of content-sensitive.

Madden et al. described a generic system (TAG) that was &apélloing aggregation
regardless of the properties of the aggregation functiaset upon an SQL-like language
that described how to do aggregation, with the addition efrbtion of “epochs” to
specify that aggregation would only be done on sets of vatliaswere all gathered
within the same limited time frame.

6.2 Problems

The one question that these systems fail to ask is: is theaanseful? Take the common
example of “what’s the average temperature on this floorfit] asing the answer as
part of a feedback loop to keep the temperature at 20 degsdsisi Imagine that
there are 5 sensors on a floor of a building and the answer ie@2ds. The common
assumption would be that most of the sensors have a tempeftabout 22 degrees,
and so the system would drop the temperature by 2 degreesth®uta report comes
in of a room at 18 degrees. What actually happened is that 4eafehsors were at 20
degrees, and the 5th sensor had been placed near the outgibf@ computer which

rose the temperature around that node to 30 degrees. Thagamgerlgorithm, without

any correlation awareness, merged all the values into desiradue that says nothing
about the actual nature of the true temperature values,arsdtbo much information

was discarded.

There are in fact only two interesting scenarios for avergiga) all data values are
approximately similar (or at least vary around a commonregnin which case a sam-
pling of a subset of the nodes would get as good an answer esgavg, but with less
network traffic; or b) data values vary widely (as in the exhpresulting in a result
that bears no resemblance to the actual data.

Alternately, we could use the median of a set of values idstddowever, for an
accurate median we need all the original data points at despmjnt. Q-Digest [120]
attempted to reduce this problem by only transmitting a subkthe candidate data val-
ues, and providing a method to merge candidate sets togéefhes gave a reasonable
approximation to the median (as well as other statistichles) while reducing packet

115



6.3. PHASE SPACE REPRESENTATION CHAPTER 6. AGGREGATION

rates, but ran into the same problem as averaging: is theesnseful? In the tempera-
ture example above, it would have given us the 20 degree Yahgeprobably also the 30
degree value depending on the level of merging). This is grarement over averag-
ing, but in situations with a larger number of nodes, raran&s/ill still be discarded in

favour of lots of information about common events. Also, @&t gives us no location
awareness; in the temperature example, we would be unalbedte the problematic
sensor without using other techniques.

Statistical techniques are mostly limited by their requieats for needing most of the
data to be merged in one location, combined with the issueenfjiimg multiple subsets
that have been previously merged. Further work in this aneédgossibly reduce these
two problems, but we would still need to find a technique thagguseful answers, and
that is a much harder problem.

Unfortunately, existing statistical aggregation work @& norrelation aware: all data
points are automatically considered as inputs for the aggien mechanism, without
consideration to the nature of the data. Additionally, erents (e.g. a single sensor with
different data) are not considered statistically signiftcavhereas for WSN applications
a single sensor reading may well be important, e.g. only ensa is attached to a tree
that is on fire. Discarding the bulk of unimportant data (timg data from the large
areas of a forest that are not on fire) whilst keeping the liseformation should be
a focus for WSNs. Location data is also vital for WSNs (“Whicletie on fire?” See
also Chapter 4), and when correlation awareness is coesidee must also check where
multiple data points were measured in order to determindivein¢hey can be aggregated.

We conclude that a newer approach, focused on the usefudhéiss end result to
the users of the application, is required for an improvedeggtion technique. We also
conclude that the major goal of aggregation is a trade-dff/ben information loss and
packet data rate reduction, and that any aggregation tgehrhat attempts to discard
packets without considering what level of information Itisis will cause - “blind” ag-
gregation - is fundamentally flawed. This is a problem beeaighe notion that stan-
dard statistical techniques represent a “good” summaryéhies of “good” for typical
sensor networking applications) of a large collection dadalhese summaries are an
abstraction away from the true data values, but not a goaulaaiion for our purposes
(due to the blind discarding of data), and therefore thisiagethinking.

In this chapter, we describe a new way to summarise largesddasa and describe
an improved aggregation algorithm using this new methodatd dummary. We then
proceed to compare this new method to aggregation withateledion awareness, which
previously resulted in variable (often high) levels of enmthe end results, and show
our new method limits errors in the end results for a variétyput data scenarios.

6.3 Phase space representation
In order to consider how to create a technique that would doendorrelation awareness

with location knowledge, we turned to phase space repratiens of the data. Phase
space [143] uses an abstraetimensional space to represent all of the possible states
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of a system. Each degree of freedom in the space represeifitsrard data value. Our
initial approach to this focused on single sensor valuass pieir associated location
data. We later realised that the same techniques could mptbenused to combine
multiple sensor values, but to also incorporate other daiecss.

In total, we identified three possible sources of data:

e Raw sensor values (e.g. humidity and temperature)
¢ Internal node data sources (e.g. location data)

e Functions of other data sources (e.g. rate of change)

The state of a node at a particular instant in time can be septed by a point in phase
space defined by the values of all of the sources of data baied. uUMost applications
would normally only be interested in a small number of sesispius 2 dimensions for
location data, but the capability for extra data sourcesiteraatically available. Irre-
gardless of what data is being used, the data can still besepted only as an abstract
concept of a series of values without any knowledge of whigh@three categories the
original data source was. Individual axes may however §peeirtain source specific
limits on what can be done with data in that particular axis.

The basic data unit is that of a point in phase space, but veevedsit to be able
to merge data points into larger regions also within the sphese space. A region
in phase space represents a range of values. A region is didfijna set of numbers
{miny,...min,} and{max, ...max,} for ann-dimensional space, and covers all points of
the form{vy,...vp} such thatrx,x € N, 1 < x < n,min < vx < max. A point is defined
as a zero-sized region i.éx,x € N, 1 < x < n,ming = vy = max

The use of phase space regions for data representation ceonijgred to Gray
et. al's earlier work on Data Cubes [40], especially Dryesearork on incomplete Data
Cubes [30]. Phase space is however only concerned with msnihe opposed to the
options for text values used in Data Cubes), and manipulatial combination of the in-
dividual data points is therefore a valid option. If textwed are included, then describing
a region within the text is more difficult.

For example, the numbers 10, 11, and 12 can be described agliheensional re-
gion 10-12, whereas the equivalent for the words North, ISantl East is more difficult.
The region for a set of text can only be correctly describedbyapplication-specific
knowledge of the semantics behind the text, but numbers eamdnipulated without
any knowledge about what they represent. The “10, 11, andfiffie example could
be temperature values, distances, ADC values or anyths®y ahd the description of
“10-12" still applies.

6.3.1 Region merging

Aggregation can now be specified as merging of multiple plsgpsee regions into a
different (generally smaller) quantity of phase spaceargi We also need to note that
some regions may not be mergeable, and that any processiagfient attempting to
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merge unmergeable regions is effectively wasted. Thezefore design aim is that if the
merging fails, it should fail as early as possible to reduested effort.

@)

B

A

©)

Figure 6.1: Greedy merging of two points

An initial greedy approach to merging would be simply to nesagny and all points
into a large region that contains all of them. This approaa$ & number of problems,
as demonstrated in Figure 6.1. Specifically, the approatboigyreedy, and ends up
describing regions that not only contain the original paitiut also large areas that are
not in the original data set, and so can provide results tifi@r gignificantly from the
original data. Additionally, greedy merging of sensor daih result in large ranges
in the results e.g. for the temperature example in Sectibpvée would get the range
“20-30 degrees”, losing significant amounts of informati@ve do however still want to
be as greedy as we can in the merging algorithm, as a gredgdaitlam will result in
being able to merge greater numbers of regions into a siegiem. Therefore, in order
to find an algorithm that is greedy enough, but not too greedyneed to constrain how
data points are merged, and also decide if some points catimbt be merged at all.
A particular set of data points are only mergeable if all searare mergeable for the
particular points.

IX®) BO]

a) "Distant" points

BO

AO

b) "Close" points

Figure 6.2: Location merging examples

The constraints required for sensor data and for locatioa diéfer in their require-
ments. For location data, we want to be as greedy as we cangedxhat the end region
does not cover areas that were not implied by the originad.d&bor sensor data, we
have more fixed constraints. For example, an applicationspagify that an acceptable
level of data loss from a temperature sensor is 1 degree.idrcélse, if two points are
further apart than 1 degree in the temperature dimensien, tthey cannot be merged.
Conversely, if they are no more than 1 degree apart, they leays be merged. This
contrasts with location data, where “close” values maytereser-sized regions whereas
“distant” points may not. See Figure 6.2 for examples oféttes cases. In the “distant”
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case we have nodes in all of the corners of the created regaking the assumption that
the central region contains similar values a reasonabteente. In the “close” example,
we have no points in the top-left and bottom-right areas, smging these points would
infer much more without evidence to back up the assumptipronithe other hand, we
had data from nodes in the top-left and bottom-right ardéees) treating the “close” re-
gion would be much less likely to cause problems. Anothetofaihat makes this form

of estimate more reliable is the use of proper heuristicsdfaling with overlapping

regions, which we will look at in Section 6.4.3.

6.3.2 Constraints

Given the two differing forms of constraint, we define twosslas of source data: stati-
cally and dynamically limited. In general, these will capend to sensor data and loca-
tion data respectively, but this may vary on a per-applicabasis, and for the purposes
of merging we only need to know the class of a data source.

Statically limited data sources have the criteria that a getint with a particular
value from this source can be merged with any other data wétis not further away
(difference between two values) than a specific value e gmm@érature source may say
that the limit is 1 degree. This means that two temperatinasare more than 1 degree
apart will never be merged, thus giving a guaranteed limith@namount of information
that will be discarded.

6.3.3 Dynamically limited sources merging

Dynamically limited sources are more complicated, and aeged as a set (i.e. all dy-
namic sources are tested at the same time). They have thetageahat they have no
fixed limits as to which can be merged, but instead have assefieriteria to guaran-
tee that the created region does not expand into regionsutbatot suitably covered by
the original regions used. The method works with the corméntp of all the regions
involved, and not expanding a region in a particular digctinless there are suitable
points in that direction to indicate that it is safe to expamthat direction, in order to
avoid overly greedy merging.

To merge a set of regions defined by dynamically limited sesirisee also Fig-
ure 6.3):

1. Define an initial zero-sized box in the centre of all thgioral regions, called.
2. N\ =set of all corners of the regions.

3. For each dynamically limited souree perform steps (a) to (e) twice, firstly for
the positive direction, and secondly for the negative dioec See Figure 6.4 for
an example. The current direction is specifie¥as

(a) The set of test directions is defined as as the cartesimugiAg x ... x Ay,
such thatAg = {Apos, Aneg} (POsitive and negative) for all of the dynamic
sourcesAg andf # a.
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Reference point
K(step 3¢)
Current direction
(step 3) 9

:

D | Test Directions
]
1

$ K (step 3a)
Expansion box
(step 1) O
Figure 6.3: Dynamically limited sources merging exampl&-iD

(b) Initialise a result variabla to the maximum possible value afif Y'is posi-
tive, otherwise to the minimum possible value.

(c) Foreach testdirectiofs, check if there exists a point il that satisfies each
direction inAg for W. For example, given a test directidmpos}, the point
must have ax co-ordinate greater than or equal to the largesb-ordinate
of W. Similarly, for {xneg}, the point would need to have anco-ordinate
smaller than or equal to the smallesto-ordinate of¥. If we have one
or more points that satisfy this criterion; then¥fis positive, setA to the
minimum of all of theira values, else s&t to the maximum of all of theio
values.

(d) If we were unable to find one of the test values in step d} apthese regions
are not mergeable.

(e) If Yis positive, set the maximum value forW to A, else set the minimum
o value forW to A.

4. If we have completed step 3 without quitting, thénis a merged form of the
original regions.

5. For each original region, check it agaidgt If W completely covers the original
region, we can discard the original region. Alternat&ymay partially cover the
original region. If¥Y completely covers the original region on every dynamically
limited source aside from one, remove the part of the orlgigion that is within
Y. Otherwise, we cannot do anything with the original region.

6. If we were unable to completely cover any regions in stepén we have gener-

ated an extra region, and so the original regions were nogeabte. Otherwise,
return the revised set of regions, includitg
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Figure 6.4: Example of Dynamically limited sources merggigp 3

6.4 Foxtrot

Foxtrot is built from the new data abstraction and mergingcepts introduced in the
previous section, creating a novel fully-distributed daggregation protocol.

In common with any other aggregation protocol that wantsaéndnetwork aggre-
gation, Foxtrot requires a source-to-sink routing protdbat allows packets passing
through a particular node to be altered and/or dropped di#pgon the choices of the
aggregation protocol. In fact, the easiest way for aggregatrotocols to do this is is for
the routing protocol to not automatically forward incomipackets, but to hand them to
the aggregation protocol, which then may later give (sonaekets back to the routing
protocol for further forwarding. One such protocol is dédsed in Chapter 3 (Guess-
work), but Foxtrot will work with other routing protocols agell.

Foxtrot is an event-triggered protocol, with the eventsigehe timers for the peri-
odic data input interval defined by the application, and p&chrriving from other nodes.
We first describe the interactions between Foxtrot and atbée in the software stack,
and then describe the set of actions necessary to implerogiroEby defining what to
do when events (new data in from either the application layen packets from other
nodes) occur.

6.4.1 Interfaces

Foxtrot requires input from both the application and othedunies in the software stack,
and provides output data to the application:
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e Application Input

— All nodes need to initialise Foxtrot, providing the lengthtbe periodic
“epoch” interval and the values for the static limits (Sent6.3.2).

— Data source nodes need to provide data from their sourcesxtoof on re-
quest, which will occur every “epoch”. Notably, this is irettraw” form of
the data, as opposed to the phase-space form (which is gemhéngernally
by Foxtrot).

e Interaction with other modules

— Foxtrot needs location data, generally from a Localisatmmdule (or exter-
nal location information hardware e.g. GPS)

— Foxtrot needs timing functions in order to implement “epgdakervals (which
will generally require network-wide time synchronisafion

— Packets are handed by Foxtrot to a routing protocol, whiakeothe packets
to the next hop node in the route to the sink and then givesablkab back to
Foxtrot.

e Output to Application

— Foxtrot provides data to the sink node(s) in the merged pbpaee form,
providing both location and data source information.

6.4.2 Source nodes

As we noted above, data source nodes hand data to Foxtrotneeested (once every
“epoch”) . Foxtrot then converts the data into the phaseesgata representation along
with the location data, and hands it off to the underlyingtirog protocol for forwarding
towards the sink. If packets arrive at a node, then Foxtrtitatiempt to merge them
together along with any other packets currently storediatrtbde, and then hand over
the results to the routing protocol.

Currently, Foxtrot does dynamically-limited sources nieggfor the location data,
generating a series of sets of possible merged packetshwatecsubsets of the complete
set of locally held packets that the algorithm in Section®c®nsiders mergeable. Each
set of possible merged packets is then handed to an intelrakhold merging” func-
tion, which uses the static limit input values provided by #pplication to make further
decisions about whether the particular set can be consideezgeable. One potential
future extension to Foxtrot would be to allow applicatioagtovide their own “merging
test” function, allowing applications to make more finerigeal decisions about merging
e.g. variable thresholds for particular input sources ddjmg on the current values of
other sources.
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6.4.3 Sink node

Sink node(s) receive packets consisting of regions in tles@lspace for the application.
This data should then be handed over to the application twiniay well then give the
data to the sink-connected PC, store the data for futureeneée, or any other action that
the sink node wishes to do). However, the format in which tlsita is provided to the
application brings up a number of issues. Applications pritibably have to be adapted
to Foxtrot, but this applies to most other aggregation maioas well (e.g. an application
designed for raw data would have to be changed to use avevaiest correctly). The
current implementation provides the data in the standartréformat i.e. a series of
phase space regions. These can be combined to provide aatemigture of the network
without much effort.

One issue that can come up is that it is possible for the regiathered by the sink
node to overlap. How an application wishes to deal with tmabem may well vary.
The simplest options is to provide all of the possibilitiesdverlapping nodes e.g. a node
may be marked as either being between 20 and 21 degreesceldieing 30-31 degrees
celsius. Each measurement comes from a separate regidredause of the merging, it
is unknown which answer is correct. Foxtrot does guararhtatthe correct value does
not lie outside the reported regions, but it is difficult tinehate the wrong option. A
number of heuristics (“pick the smallest box”, “lower vadugre more likely”, etc) have
been tested against various application scenarios, bisetsteoption will be application-
specific. Alternately, the ranges can be simply averageds Witl provide less accurate
values at the uncertain points, but the values will repreaereasonable compromise
between the various choices. Notably, v.s. conventionalaaying, Foxtrot does provide
information about which nodes have uncertain values, aridhndre certain, which may
also be of use in some applications.

6.4.4 Timing issues

The simplified protocol model detailed above does not det thie timing issues com-
mon to all in-network aggregation protocols. The first mgjosblem is that periodic
data measurement does not in general result in synchrodé&ead For example, if a par-
ticular application measures data every 10 minutes, ane Msddata can be aggregated
with Node B’s data, we have no guarantee that the two nodésneésure data at the
same time, and therefore there could be up to a 10 minute telayeen the measure-
ments from the different nodes. This means that to allowegggion, a node will have
to delay the forwarding onwards of a packet for a much lonigeg than if the nodes are
synchronised.

In order to solve this problem, we assume the existence aha $siynchronisation
protocol giving us synchronised cross-network timers. (#1g Network Time protocol
from Section 2.6.2). This also allows for better resultsrfany scientific applications,
as being able to know that the sensor data represents a shapshe monitored area
over a short period of time is generally more useful than asmesnent spread over a
larger period, especially for cases where the source ofdtewdlues is changing rapidly.

123



6.5. RESULTS CHAPTER 6. AGGREGATION

The second problem is how much a protocol should delay befemneling a packet
onwards, and this has been dealt with in some detail in eavtek [2, 63, 125]. At the
moment, we are using values based on knowledge of the rofatiribe whole network,
with a delay value based on the number of hops from the cuncae to the highest hop-
count child node in this part of the tree. Therefore, thedasnetwork node protocol
described in Section 6.4.2 is expanded to note that we delfydpassing any packets
(both locally generated and from other nodes) onto the mgupirotocol, and there is
therefore an additional timer event that signals when te giv currently locally stored
packets to the routing protocol for sending onwards to the Inep node.

Notably, Foxtrot only requires a solution to the problemofiiong to delay a packet.
Our current solution to the delay problem also requires atgwl to the synchronisation
problem, but other solutions can also be used with Foxtroicdurate answers will
result in less optimal results (because of later and/ordggsegation) than correct ones,
but Foxtrot will still work.

6.5 Results

We tested Foxtrot in two ways; firstly in simulation againgem@ging and Q-Digest,
using a generic “smart” routing protocol; and secondly agwg@S implementation.

Our two metrics of interest were information loss and the benof transmitted
packets. Information loss was calculated as the averagequir difference between the
value received by the sink node and the true data value ofsbsaheach source node.
To handle multiple overlapping regions with Foxtrot, weddke average of overlapped
regions (see Section 6.4.3). In all cases we ran the tests28,tand the data here is an
average of those results.

The simulations modelled a grid of nodes with temperaturesaes, with a variety
of different floating point values for the temperature regdi All tests were done in
an area of 30m by 30m, with a 14m radio range. Radio links weseiraed to be bi-
directional and perfect, and the average hop count to thenside is “2.36 (2.8 with 25
nodes, through to 2.26 at 100). Q-Digest was run with the &atpre values placed
into 0.1 degree “bins” (in order to generate the integereslequired by Q-Digest from
our floating point temperature data), and Foxtrot with theimam allowed temperature
merging range set to 1 degree. Our “smart” routing protoselsushortest-hop routes,
with routing overhead being ignored.

We tested four scenarios for the dispersal of the temperaalues:

1. Spread Near-identical values, all nodes at values between 20 an:grees

2. Sparse 4% (1 in 25 nodes) of the nodes at between 30 and 31 degréetheals
between 20 and 21 degrees.

3. Division: Nodes on the left hand side are between 20 and 21 degreesodeas on
the right hand side are between 30 and 31, with 50% of thenotaber allocated
to each group.

4. Random All nodes with random values between 20 and 31 degrees
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Figure 6.6: Scenario 2 (Sparse)
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Figure 6.8: Scenario 4 (Random)

126



CHAPTER 6. AGGREGATION 6.5. RESULTS

The Spread and Sparse scenarios (Figures 6.5 and 6.6), tgwartioularly interesting,
but do show that in the situations where conventional tephes are able to achieve low
error values, Foxtrot is able to achieve identical perforoga Q-Digest does quite badly
because it provides complete information for a series aiasbetween 20-21 that we
end up having to average to get an estimate for any given nedause of the lack of
location data. The averaging error of approximately 0.2&hst we would expect for
this scenario, as given a mid-point of 20.5, statisticgtigaking for half of all the input
values should be in the 20.25-20.75 range (less than 0.8§ and half should be outside
that range (in either 20-20.25 or 20.75-21, both with grethian 0.25 error).

The Division scenario (Figure 6.7) provides us with morefuisessults - Foxtrot's
error values remain low, but the error rates for averagind)@Digest have both risen
sharply. Similarly to Spread and Sparse, Q-Digest provideglifferent series of values
for the overall network in this scenario, one at approxifya2@ degrees, and a second at
30 degrees, reflecting an accurate picture of the networkvender, due to the complete
lack of location information, we are again forced to use aglvesd average of the two
series to derive estimates of the sensor data values, andBigd3t’s performance is
similar to averaging ("5 degrees error). The difference gethat both averaging and Q-
Digest give inaccurate results, but with Q-Digest an end weeild at least be aware of
the situation. With Foxtrot, we get two sets of values plusitemn information, allowing
accurate estimates of the data values, and maintainingtherror rates shown in the
first two scenarios.

Foxtrot does not perform quite as well in the Random scergigure 6.8), but this is
the least likely of the scenarios to actually occur, givendbrrelation that tends to exist
within multiple nearby readings for most physical valuesdiby sensor nodes. Despite
the low likelihood of this scenario, Foxtrot is still abledet lower error values than other
methods. In fact, one of the major sources of Foxtrot errduésto the overlapping issues
described in Section 6.4.3, and this is also responsiblééincreasing error with more
nodes (which in most real world scenarios would be even lks/Ito have different
random values). We use averaging here to resolve ambiguétiel this gives us higher
errors than we might be able to achieve with more highly tumethods.

The trade off is that Foxtrot requires more packets to be sarit is not necessarily
able to always merge all data, which is shown in Figure 6.9s §haph shows average
packets sent per node, in order so we can more easily sees tietide data. Firstly,
Q-Digest and average both have exactly the same packetkgtacket per node, as they
merge everything. Foxtrot's packet rate varies substinti@pending on the scenario,
because the amount of unmergeable data in the network veoethe Random scenario,
the packet rate is fairly similar to the values for no mergiwith only a reduction of
3.7%. For scenarios 1-3 (Spread, Sparse, Division), thikgpaate reduction is more
substantial, with an average of a 13% reduction in overakegtransmissions.

Different packet transmissions are not all the same in aweald sensor network,
and spreading packet load over the entire network as opposkeving most of the
load near to the sink will also help to save power used by th@gesmissions due to to
less contention and reduced idle listening time. Figur® 8Hows the reduction in the
number of transmitted packets v.s. non-aggregated sosrfarinodes within one hop of
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the sink node. In Spread, Sparse and Division, we achievegenage reduction of 19%
(with values up to 60% for some scenarios). The Random sicelmaa a 5.8% reduction.

To test that Foxtrot would work with actual node hardwareppposed to just in
simulation environments, we also implemented Foxtrot fayDS. We used Guesswork
(from Chapter 3) to provide routing, but any other relialitkgo-source routing algo-
rithm would be a viable candidate. The resulting programofar mica2 derived nodes
added up to a total of 44222 bytes of ROM. Getting exact vdiethe Foxtrot modules
on their own is difficult, but the simple test program for tloaiting protocol takes up
38330 bytes in total, so a size for Foxtrot in the region of g€k is not unreasonable,
and as that would be only 4.6% of the total program space okKhg&s, we can con-
clude that Foxtrot will not cause too many problems for aggilon designers in terms
of finding enough space on their nodes. Results from TOSStli¢ate that the TinyOS
implementation behaves similarly to our earlier simulatttata, and early testing with
node hardware indicate that this still holds true for whestet@ on real hardware.

6.6 Sparse mapping

One of the remaining problems for Foxtrot using the phasespepresentation is the
difficulties in merging physical locations. We show here soearly work towards a
better solution, but this is still work in progress.

Sensor data tends to have a reasonable degree of correlatidradjacent sensor
nodes will tend towards similar readings, which makes nmgrgiasily viable. Physical
locations tend to be less easy to merge. If we use a grid ofs@aein Section 6.5),
then each node has multiple nodes nearby that have at leasbeordinate in common,
and so merging the location data can be simple. If howeverdting topology varies
significantly from Manhattan routing [83] (i.e. next-hopdas are anything other than
the nodes directly north, south, east and west of the cunie), then aggregating data
will again be difficult. The same situation occurs in netwsowkith non-grid deployments
of nodes, e.g. the random deployments typical to most siunlacenarios.

We attempted to work around this in Section 6.3.1, and furitmprovements are
possible. One option is allowing for a certain amount of faess in the notion of “equal”
values e.g. rounding all values to the nearest whole unitrbefonsidering merging. This
is however flawed, because it is effectively doing greedygingr(Section 6.3.1 has more
details on the problems with this), but trying to use it inyoallimited way in order to
allow “enough” merging but not “too much”. We mention bothtbése terms in quotes,
because the definition of “too much” and “enough” are themeselrery fuzzy concepts,
with the exact values being not only application dependartdependant on the state of
the data in the network. Selection of correct values is theeegenerally non-feasible.

Sparse mapping is a way to provide a better representatitimeadtored data than
standard Foxtrot. We do this by extending the semantics fegi@an from “these value
ranges apply across this entire region” to “these valueg apply in certain parts of
a region”. This is done by adding mdimensional (where is equal to the number
of physical dimensions used, 2 in our examples) bitmap grithé packets. Each bit
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Algorithm 3 Bitmap semantics

The formulas here are for a 2-D grid, but can also be exparm@dX (which needs more
bits for a given fidelity of bitmap)

e Abitmap isBwxBy bits in size, describing a region from the poiR, Ry) x (Rq+
Rw, Ry +Ru).

e RyandRy are the width and height of the region respectively.
¢ An individual bit covers a regioh, by bp, whereb,, = Ry /Bw andby = Ry /B

e Each bitb(x,y) covers the regiofiR, + (bw * X), Ry + (bn *y)) x (Re+ (bw * (X+
1), Ry+ (bn* (y+1)))

For example, if you have an 8x8 grid for a packet with the redit0,18) x (10,18),
thenRy =8, Ry = 8,Bw = 8,By =8, by =1, b, = 1 and the first bib(0, 0) covers the
region(10,11) x (10,11).

in the bitmap represents a subsection of the physical regpewified for the packet.
Algorithm 3 defines the basic semantics for a bitmap, and Atdgm 4 describes how to
merge bitmaps when their respective regions are mergedtiduaially, single data points
start off as a completely filled grid (Figure 6.11a).

In Figure 6.11, we show a graphical representation of asefiexample grids. 6.11a
shows the effective grid for the old “value ranges apply ssithe entire region” seman-
tics, where as 6.11b and 6.11c show two examples of origatal (beparate corners and
diagonals) that we could not represent accurately withdstathFoxtrot. Figure 6.11b in
particular is a representation of a situation similar touFég6.1 on page 118.

I
|
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(a) Full (b) Corners (c) Diagonal

Figure 6.11: Example sparse mapping bitmap visualisations
Given that we now have a better representation of data storad-oxtrot region,
we can re-evaluate the restrictions from Section 6.3.1¢clwkere intended to reduce
information loss when only ranges were used to defined dpatiamation. One option
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Algorithm 4 Bitmap merging
To merge two bitmapsi andB into a new bitmapC, using the definitions from Algo-
rithm 3:

1. The new bitmaj€ is initially empty, with all points set to 0.
2. For each non-zero bit i, determine its covering regiod,

3. The corners o are within the covered regions for 4 bits 6f These 4 bits
describe a rectangle @'s bitmap, designated. Some or all of these bits may be
the same bit (if, for exampla represented a single point).

N

. For every bit inT, setitto 1.

)]

. Repeat steps 2-4, but fBrrather thar.

would be to discard all of the spacial restrictions entiralyd some limited work has
been done in exploring the consequences of this, but mork iwareeded in this area
before it can be deployed further.

6.7 Conclusions

We have shown here that existing aggregation techniquesach more lossy than ear-
lier estimates may have thought, and that the error rates fn@se protocols may vary
widely over the lifetime of a network. To combat these prafdewe proposed rethink-
ing the core concept of aggregation protocols, redefiniegiths a limited information
summary of the data in a network, focusing on the trade-dff’een information loss and
reduced packet rates. To aid this new definition, we definegttase space abstraction
for representing data from a sensor network, incorpordtiegconcept that not all data
points can necessarily always be merged. The phase spacactiba gives us a new
building block for use with data aggregation protocols.

We proposed Foxtrot, a limited information loss aggregagimotocol, which uses the
improved phase space abstraction. Foxtrot aggregatesraata without significant in-
formation loss, and without discarding location informati This increase in information
comes at a cost in additional packet transmissions v.s. fossg aggregation protocols,
but the resulting information is much more reliable due togistently lower error rates.

This reconsideration of the concept of aggregation prdsopoints the way towards
a new generation of sensor software, where applicatiorswgdrhopefully be willing
to use aggregation techniques. Currently, many scientifidi@ation users have been
cautious about the use of aggregation protocols, givendhsilpility of information loss.
Techniques like Foxtrot, with its focus on information l@esgluction within application-
specific boundaries, may well help to persuade future pt®jeaise aggregation without
fearing the loss of experimental data.
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6.7.1 Future Work

Foxtrot is a first generation attempt at limited informatioss aggregation, and more
research is required on the topic of creating aggregatiotopols with similar aims to
the ideas discussed in this chapter.

Foxtrot could also be expanded in a number of ways. The dynaaurces merging
algorithm is relatively conservative, and further exptama of the trade-off between ac-
curacy and greediness for merging may find better candid@es use of phase space
regions could also be expanded to cover other polytopeghwiould allow the specify-
ing of larger regions with less of the greediness issues.Sfase Mapping techniques
in Section 6.6 are also very early work, and need more exjboréefore they can be
integrated into deployed applications.

6.7.1.1 Routing Hints

The notion of correlation (whether multiple regions are geable) within Foxtrot could
also be used with some routing protocols to provide addalioptimisations, specifically
when a locally held region is entirely enclosed by a regiangmitted by another node.
In this case, it is possible to discard the local region asstratting it would not change
the end results, thus further reducing required packesinission rates.

Correlation could also be used to “hint” to the routing pomtithat sending a packet
via a particular node would result in packet merging (andefuge reduced overall pack-
ets needed to be sent) and so this would be a good choice forettiehop node. For
example, this could be done with Guesswork (Chapter 3) byaied the ETX values for
correlated next-hop nodes discovered in the previous rafirrgdjgregation, and would
create what would be effectively “data-aware clusterst,\eithout any cluster control
packet overhead at all.

6.7.1.2 Bounded-inaccuracy Foxtrot

Foxtrot (along with most other aggregation protocols) ters the raw data that it is
aggregating as a series of specific values. This is howevgrpanmtially true, as many

sensors are at least somewhat inaccurate, and often irtformmagarding their inaccura-
cies is provided in the manufacturer datasheets {€5§6). This is generally ignored by
current WSN systems. Similarly, when using a localisaticsteay like RSL (Chapter 4),

the provided location data is inaccurate, but has a limit ow accurate the value is
(its bounding box). Given that both have inaccuracy infdiomeavailable, we can there-
fore move from using single data values to “bounded inaayirealues, which consist

of a value and a range containing that value in which all fxssither values for the

data point are also contained. As Foxtrot has a combine@septation for sensor data
and location data, and the bounded inaccuracy values aunently used, expanding
Foxtrot to use them would be a useful future extension of thekw
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Conclusions

"If you build a better mousetrap, someone will build a betteyuse” -
Anon

We set out in this thesis to re-examine the abstractionstsedrious different classes of
typical WSN protocols; to see how the existing work in eachdfigded abstraction and
what problems were caused by the (implicit and explicituagstions made by those
abstractions. We noted that WSNs are a hybrid field made frararalepredecessor
fields, each with different sets of requirements and pragito WSNs, and that most of
our existing abstractions were inherited from those presisar fields. To resolve some of
these problems, we built new abstractions that better septed the real problems facing
WSNs, both the problems that are WSN-specific (lack of ressuegpecially power)
and those that we inherited (e.g. unreliability of radid&éh Using the new abstractions,
we then built new examples of protocols, and showed how thelddimprove on existing
protocols - either in terms of improved performance, or bgviling new capabilities
utilising the improved abstractions.

In Chapter 2, we re-examined MAC protocol design, and cantiget@onclusion that
the standard design specifications were insufficientlyrabstwhich resulted in MACs
that were much larger than required; were unable to reugs pathe common code
that was duplicated; and limited the opportunities for exfiag the designs to provide
extra capabilities for higher layers, because of the négesfsrebuilding any expansion
for every different MAC protocol. We instead described #qMAC framework, which
showed how to build MAC protocols that could reuse much laogpdiections of com-
mon code, giving a substantial reduction in the amount oeaedjuired to implement
a new protocol (e.gA T-MAC was only 32% of the size of the original T-MAC imple-
mentation). This also allows MAC designers to abstract afs@y problems like time
synchronisation, which were previously a major area ofdlifty for MAC builders, but
with the A MAC framework time synchronisation is done automatically.

In Chapter 3, we looked at routing protocols, and found thatstandard primitive
for routing protocols (single-hop reliable links) was amrgy-inefficient abstraction for
WSNs with variable-quality radios. We separated the problémp two groups: the
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notion of N hops to the sink node was replaced with ETX (Expected TX agt)es,
and the single-hop unicast primitive was replaced with Ex@Rich better utilises the
reality of WSNs as broadcast-based systems. We generali<e® Eo allow for new
metrics, as opposed to its original usage of shortest-paitcbunts, and delaying metric
decisions. From generalised EXOR we created EXOR-ETX usIngvalues and EXOR-
Bcast for reliable broadcast/flooding of values. We therdubese new actions to build
Guesswork, an adaptive routing protocol that could worlcigffitly with a wide variety
of link qualities. Guesswork was able to use the delayedimétrcisions of generalised
ExOR to delay the choice of best next-hop nodes until aftekgiz have reached multiple
potential next-hop nodes, which improved reliability withreliable links.

In Chapter 4, we looked at localisation protocols, and disoed that the building
block used by most localisation protocols (unreliable kndjstance values between
pairs of nodes) discarded too much information about thaahainderlying statistics
of the sensors that provided the information, and was thezef flawed abstraction. We
instead moved to the use of probability maps to provide amongdl abstraction mapping
between incoming sensor values and the distance betwees.noding the probability
maps, we then built RSL (Refined Statistic-based Locatisgitivhich also used bound-
ing box information based on sanity boundaries for nodetiona. We also introduced
limited broadcast of generated “pseudo” anchors to sol@tbblems of high processing
time and dense anchor formations required by earlier woskatistic-based localisation.
We also explored the standard notion of anchor nodes, shtveedor most proposed
application scenarios that a mobile anchor node could béeimgnted for similar costs
to a single anchor, and that mobile anchors could be usednergi many “virtual”
anchors along a path. We showed data for RSL working with ha@ichors, providing
good localisation with the new abstractions.

In Chapter 5, we looked at motion detection. Normally, motitetection would ei-
ther be done with specialised hardware or with the aid oflisaon techniques. Given
the probable absence of the former, and that we had redesibaeabstractions for lo-
calisation, we explored whether these abstractions cailgsbd to do motion detection.
We looked first at working with the probability maps, rethbtithe localisation abstrac-
tions further in order to use them to build force equationssfarings in a mass-spring
model, and used the mass-spring model to do motion detefdrdimited amounts of
motion. We then showed that the sanity constraints of thatioe bounding boxes could
be exploited to detect larger quantities of motion.

In Chapter 6, we looked at aggregation techniques. We fouaitthe standard prob-
lem approached by most aggregation protocols is discaydritter ways to distribute
various statistical functions (e.g. average, median, tofinalues exceeding a thresh-
old), and providing ways to manipulate the information fidfedent application scenar-
ios. We discovered that considering standard statisticattfons as a usable abstract
summary of data from a set of nodes did not match with the rements of most sensor
networks, as most statistical techniques treat rare vals@snomalies to be discarded, as
opposed to most WSN applications, where the anomalous vatedie most important
(e.g. “which tree is on fire?”). We instead suggested theonotif aggregation proto-
cols as a “limited information summary”, and that “blind aggation” of data points
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without considering the values was flawed. We proposed aep$pace abstraction for
sensor data, showed how to merge data sets using this fodmcaed when certain sets
should not be merged in order to preserve the different datzes. This new abstrac-
tion also preserved location data, which was discardedlipratious WSN aggregation
protocols. We then described Foxtrot, which uses the phpaee techniques to build a
distributed aggregation protocol.

We believe that our study of these five different areas, shgugisues across a wide
selection of the traditional design problems for sensowagks, is convincing evidence
that there were problems with the existing abstraction$\f8Ns, and that re-examining
the abstraction stack for WSNs results in improved abstasténd provides new ways
to think about the problems facing future research. We éevisew “building block”
abstraction concepts for use with protocols in four of tremanGeneralised EXOR; prob-
ability maps; spring models for distance; phase space dptasentations), showed how
the old building blocks took away too much information (ixere too abstract), and gave
examples of how the new building blocks could be used to meld protocols. In Chap-
ter 2 we also showed that sometimes the problem can be thatsysre insufficiently
abstract - demonstrating that abstraction problems cabathitways, and that protocol
designs can be both insufficiently abstract and too abstract

7.1 Usefulness of sensor networks

One hope for this work is that the rethinking of the abstatdiused by WSNs will allow
for further developments of the field as a distinct researeh.aRecently, there has been
some level of concern [45] that the eventual goals for WSNs itifoms of very cheap
“disposable” nodes will not be feasible, citing minimum tlmits for core components
(especially sensors and batteries) even in quantitiesnsf ¢ millions. If we take as
a given that we will be unable to create sufficiently low coatdware to achieve the
end goals, then the resource restrictions that make thésdiséinct start to become less
important. If a node should be disposable then a 20 cent tieduio per-unit costs by
halving processor speed is vital, where as if we are payingutds or more per node
then saving 20 cents is less important, and so therefore wdeable to use much more
resources than we currently assume.

An important question appears from the realisation thatosts are greater than we
expected: what do we gain by trying to work with such resouestricted systems, if the
economic benefits of resource restriction are no longer satgrOne answer to that is
the work presented in this thesis, as the rethinking of ttstrabtion stack would be less
likely to be considered in resource-rich systems, esggajaten that a number of the
abstractions that we have taken apart (unicast inter-rinkle éspecially) come directly
from the resource-rich predecessors to WSNs, and so if thesedaproblems in those
fields they would have most likely been examined in thoseedst

There has been some work in resource-rich contexts relatéttetwork here e.qg.
ExOR [13], which we expanded in Chapter 3, was originallyitdor 802.11 networks,
aiming for higher bandwidth rather than energy efficieney,ib general in a resource-
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rich context the problems due to inaccurate abstractiae@atras obvious, and can often
be ignored entirely. This ignorance comes at a cost in ressyjprocessing time, power),
but as they are available in greater abundance, this is ggnennoticed.

The improvements we make here, despite the possibly linfesibility of resource-
scarce WSNs in the long run, can still provide better resoitgdsource-rich systems.
A reduction in resource costs, regardless of the relativgnitiade of the potential gains,
is always useful. Additionally, giving new insights intoethvay we think about proto-
col design will help to provide new guides to future work andentirely new areas of
research.

7.2 Further work

The work presented here is the first generation of protoaukihg at the abstraction
stack in a new light, but they are only the beginning of what lba done. Further work
is needed both to discover better uses for the new abstnactamd to find further ab-
straction problems in the design space. The new abstractimposed here may well
be proved in the future to be themselves flawed, and only aepeoof continual re-
examination of our assumptions can allow us to continue ieae better results in the
future.
We show here a few additional common abstractions within W8Ids still need

further work.

7.2.1 Layers

Indeed, the layered description that we have used to segaratvork within this thesis is
an example of an abstraction that is often forgotten abouts<Slayer protocols address
this a little (e.g. LEACH [46] and D-MAC [75] are both MAC pratols that build rout-
ing information), but there is still the problem of what sees a particular layer should
provide. Our MAC work here provides a Network Time mechan{Saction 2.6.2) for
use by other layers, but this is not common to most MAC prdscalso, new sending
primitives (ExOR [13], Section 3.3.2; Anycast [93]) are sapported by the “standard”
MAC abstraction, so how can users build portable system®prot them? This also
occurs in other layers (does a routing protocol support daimiged “flooding” mecha-
nism? What additional information does a localisation protgrovide beyond single
point locations?) and so some work in improving the notioa tfyer is required.

One option here is to move from fixed abstractions, to theonotif capabilities.
For example, a MAC layer could say that it provides Broaddasicast and Anycast; a
Routing layer may specify source-to-sink routing for up ®riks, plus 2-hop neighbour-
hood communication. This allows both for explicit expamsid the abstractions, and for
choosing appropriate other layers that have particulaalitipes. Additionally, metric
attributes (“this layer requireskKB of memory”, “O(n) messages setup overhead”, etc)
may also be possible, and allow for further improvementhiencdhoices depending on
the application requirements.
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How to specify these capabilities in a way that is both cdragel useful is an open
question, as the more general issue of interface semasti@ddng-running problem
within software engineering. It may be possible to pastiablve this problem by lim-
iting the types of a module to the standard layer types, ahdallowing a small set of
attributes to each different type of module, but this mayl lirelit the usefulness of the
approach significantly.

7.2.2 Fuzzy neighbours

One of the conclusions that falls out of discarding the alasitbn of reliable links is that
another core concept to many sensor network protocol layeighbour nodes - starts to
fall apart. Previously, a neighbour was considered as ayoneation - either two nodes
could communicate, or they could not. With unreliable linkswider range of possi-
bilities for the concept of “neighbours” exists, as not odly we have communication
links where only a subset of messages get through, but aysenastric links, where the
reliability may vary widely depending on which node inidata transmission.

This leads to the question: under what circumstances is a codsidered a neigh-
bour node? If a message has been seen “recently”? If it respionall queries? The
correct answer to this will often vary in between differeaydrs, and may well even
depend on the local topology around a node, as in situatidresera node thinks it has
few neighbours it may wish to be more lenient with its degisioegarding which are
considered neighbours. Also, not all neighbours are euml, protocols will need to
be aware of this when picking a “random neighbour” if theylwis have an efficient
implementation. Random neighbours are also difficult tecteihen the node density is
high (i.e. lots of potential neighbours), as only a subsdthe capable of being stored
in a finite amount of memory, and deciding when to discard aighbour in favour of
another may well also be protocol dependant.

One direction in which this could be taken is the notion ofzZ4y sets”, where each
member of the set has a probability value associated witpeti§/ing the “grade of
membership” of an item, and this could potentially work weith the concept of unreli-
able links.

7.2.3 Topology randomisation

Most simulation environments specify a certain number alesorandomly scattered
within a region of a specified size. One problem with this fation is that if the dis-

tribution is sufficiently random (which given that all of thexations are generally being
created by the same pseudo-random number generator ioaadésassumption, and is
in fact the basis for why “random” locations are chosen) & the node density across
the area will be very even, especially as the number of naodrgeases for a given size of
area. This is a problem for evaluating many WSN algorithmbeis locality dependence
(discussed initially in Section 1.2.3, and further in thajters on individual protocols)
means that the performance of a protocol is dependant oretisityg of nodes. This lack

of variety in the node density means that a protocol is onigdtested at a small range
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of node densities, and although the standard approach wihgathe number of nodes
in different experiments will test with different densgjen each scenario only a small
range in node density is present.

Moving to scenarios with a variety of node density variaside. not only uniform,
but other potential variants (random across a wide rangeatichange in a particular
direction, etc), would help to create more trustworthy datians. One of the major
problems for simulation environments is their level of aaxy v.s. real deployments,
and this is normally a trade-off between processing timefigiadity. Doing node density
variations would not require more processing time per satnorh (although more simu-
lation runs may be required), merely a little more effortogidiogy generation time, and
the improvement in the trustability of the simulation dataymvell be significant.
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Summary

Sensor networks is a field descended from a number of othds figtimarily distributed
systems, but then with additional restrictions and prolsl@oower limits; physical local-
ity issues) and new design ideas (source-to-sink routiatg dggregation). The creation
of this new field involved re-using a number of the assumgtiand abstractions that
defined the earlier fields. In this thesis, we show how thes&adiions have influenced
sensor network protocol designs, note a number of probleitiistiie abstractions, and
define new protocols working with improved abstractions.

Abstraction is at the core of everything that we do, pregibelcause it is at the core
of language. What we do, how it is described to others, and thiegtderive from what
we have described are all littered with abstractions. Thpmaasoning behind the use
of abstractions is that there is simply too much informafiommost situations and an
abstraction provides the important details of a situatithewut burying ourselves in data
e.g. thinking of a collection of molecules as a gas, liquidalid, and considering the
collection as a single object, rather than thinking aboetitidividual information about
each and every molecule. Furthermore, Reddy [107] and E&&8f showed that our
abstractions are built upon common experiences of physigaits.

Computer science, especially the software elements of hicfware arguably the
vast majority of the field of computer science) is a colletid interrelated abstractions.
Many of the physical events associated with abstractionsdimputing concepts involve
one or more people doing a task that we would like the compatéo, e.g. the common
abstractions of a “stack” of objects being like a stack oflsathe notion of a “queue”
of tasks being like a queue of people; the entire field of “&dpased” computing. For
simple examples like queues and stacks, the connectiorebatihe abstract concept
and the physical example is obvious and clear. Assumptiod®atrapolations based on
knowledge of characteristics of the physical example haeetdanalogs in the abstract
concept e.g. we can add more people to a queue, remove peaplthe front of a queue,
and the same problems occur with multiple queues (some qureag empty faster than
others for example) in both the abstraction and the physixainple.

Wireless Sensor Networks (WSNs) are also subject to an absdranodel of think-
ing, but there is a problem that the abstractions in commenfoaisWSNs have been
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copied from the predecessor fields, with little examinatiortesting as to whether the
abstractions are still a valid representation of the aditaation, given the new restric-
tions of WSNs e.g. power limits. This lack of checking for détly of the abstractions
has led to inefficient protocol design when compared to ttesipdities with improved
abstractions. We therefore set out to show this in a varietypes of WSN protocols,
and to build better abstractions for each protocol type.

In Chapter 2, we re-examined MAC protocol design, and cantieetgonclusion that
the standard design specifications were insufficientlyrabstwhich resulted in MACs
that were much larger than required; were unable to reugs pathe common code
that was duplicated; and limited the opportunities for exiag the designs to provide
extra capabilities for higher layers, because of the néyasdsrebuilding any expansion
for every different MAC protocol. We instead described #AC framework, which
showed how to build MAC protocols that could reuse much laggdlections of com-
mon code, giving a substantial reduction in the amount oeaedjuired to implement
a new protocol (e.gA T-MAC was only 32% of the size of the original T-MAC imple-
mentation). This also allows MAC designers to abstract afn@y problems like time
synchronisation, which were previously a major area ofdiffy for MAC builders, but
with the AMAC framework time synchronisation is done automatically.

In Chapter 3, we looked at routing protocols, and found thatstandard primitive
for routing protocols (single-hop reliable links) was arrgy-inefficient abstraction for
WSNs with variable-quality radios. We separated the problémo two groups: the
notion of N hops to the sink node was replaced with ETX (Expected TX ogat)es,
and the single-hop unicast primitive was replaced with Ex@Rich better utilises the
reality of WSNs as broadcast-based systems. We generali<e® Eo allow for new
metrics, as opposed to its original usage of shortest-paitcbunts, and delaying metric
decisions. From generalised EXOR we created EXOR-ETX usIn¢gvalues and EXOR-
Bcast for reliable broadcast/flooding of values. We therdubese new actions to build
Guesswork, an adaptive routing protocol that could worlcigffitly with a wide variety
of link qualities. Guesswork was able to use the delayedimétrcisions of generalised
EXOR to delay the choice of best next-hop nodes until aftekgts have reached multiple
potential next-hop nodes, which improved reliability withreliable links.

In Chapter 4, we looked at localisation protocols, and disoed that the primitive
information expected by most localisation protocols (liakde single distance values be-
tween pairs of nodes) discarded a lot of information abaeiaittual underlying statistics
of the sensors that provided the information. We insteadeddu the use of probabil-
ity maps to better describe mapping between incoming sersoes and the distance
between nodes. Using the probability maps, we then built E&ifined Statistic-based
Localisation), which also used bounding box informatiosdzhon sanity boundaries for
node locations. We also introduced limited broadcast okged “pseudo” anchors to
solve the problems of high processing time and dense ancharations required by
earlier work in statistic-based localisation. We also exgdl the standard notion of an-
chor nodes, showed that for most proposed application scsntéiat a mobile anchor
node could be implemented for similar costs to a single anetmal that mobile anchors
could be used to generate many “virtual” anchors along a Vaéhshowed data for RSL
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working with mobile anchors, providing good localisatioittwthe new abstractions.

In Chapter 5, we looked at motion detection. Normally, motitetection would ei-
ther be done with specialised hardware or with the aid oflisesion techniques. Given
the probable absence of the former, and that we had rededigaabstractions for local-
isation, we explored whether these abstractions coulddgtosdo motion detection. We
looked first at working with the probability maps, used thenbtild force equations for
springs in a mass-spring model, and used the mass-springlnwodo motion detection
for limited amounts of motion. We then showed that the sarotystraints of the location
bounding boxes could be exploited to detect larger quastdf motion.

In Chapter 6, we looked at aggregation techniques. We foueidthe standard prob-
lem approached by most aggregation protocols is discaydmatter ways to distribute
various statistical functions (e.g. average, median, tofinalues exceeding a thresh
old), and providing ways to manipulate the information fdfedent application scenar-
ios. We discovered that considering standard statisticattfons as a usable abstract
summary of data from a set of nodes did not match with the reménts of most sensor
networks, as most statistical techniques treat rare valsi@somalies to be discarded, as
opposed to most WSN applications, where the anomalous vategke most important
(e.g. “which tree is on fire?"). We instead suggested theonadf aggregation protocols
as a “"limited information summary”, and that “blind aggréga” of data points without
considering the values was flawed. We proposed a phaseigmesentation for sensor
data, showed how to merge data sets using this form, and ndied certain sets should
not be merged in order to preserve the different data valtls.new formation also pre-
served location data, which was discarded by all previous Vi§d¢egation protocols.
We then described Foxtrot, which uses the phase-spacedeelsrto build a distributed
aggregation protocol.

We believe that our study of these five different areas, shguasues across a wide
selection of the traditional design problems for sensowagks, is convincing evidence
that there were problems with the existing abstraction$\f8iNs, and that re-examining
the abstraction stack for WSNs results in improved abstrastand provides new ways
to think about the problems facing future research.
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Samenvatting

Sensor netwerken stammen af van verschillende anderezmadesgebieden, in het bij-
zonder gedistribueerde systemen, maar onderscheidedadichaanvullende randvoor-
waarden (oa. minimaal energieverbruik), extra problensanglaatsbepaling) en nieuwe
technieken (oa. source-to-sink routering en data aggeggaBij het ontwikkelen van
dit nieuwe onderzoeksgebied is veelal gebruik gemaakt eataande abstracties en in-
terfaces. In dit proefschrift betogen we dat deze abs&scingewild de ontwikkeling
van sensor netwerken beperkt hebben, analyseren we ddiggdede misvattingen, en
presenteren verbeterde abstracties die verwerkt zijnrimesks nieuwe protocollen voor
het efficiént gebruik van sensor netwerken.

Abstractie ligt aan de basis van alles dat we doen, omdaeietgsentieel onderdeel
van taal is. Wat we doen, hoe we dat communiceren aan and=remat die daarvan
oppikken wordt grotendeels bepaald door het gebruik vatradiges. Dit gebruik is
eenvoudig te verklaren door het feit dat een overvioed afornmatie meestal contra
productief werkt en dat abstracties voorkomen dat we onigezen in de details. Zo
helpt het om een verzameling moleculené&da geheel dat wil zeggen een gas, vioeistof
of object te beschouwen in plaats van de eigenschappen eid&nluit de interacties
tussen de individuele moleculen. De abstracties die weuglehr zijn vaak gebaseerd op
gemeenschappelijke ervaringen met de fysieke wereld orheas [68, 107]

De informatica is in essentie een verzameling samenhaegagtracties. Dit geldt
met name voor de software, die in toenemende mate belamgsjkrdt dan de on-
derliggende hardware. Veel van de abstracties die in denrd#tica gebruikt worden
zijn ontleend aan de dagelijkse praktijk en de activitedearin die we graag door een
computer zouden laten uitvoeren. Bijvoorbeeld, het corfcppeue” is naar analogie van
een rij mensen wachtend voor de kassa, het begrip “stackt kwareen met een stapel
kaarten, en het hele onderzoeksveld van agent systemerebaafuidelijke parallel met
de functies die een reisagent voor ons verleent. Kennis eafiysieke eigenschappen
en natuurkundige wetten die gelden in de wereld om ons héem Zch vaak letterlijk
vertalen naar de abstracte concepten die we gebruiken imfaleniatica. Rijen worden
langer als er meer mensen moeten wachten, degene die vataahis het eerst aan de
beurt, en als we moeten kiezen uit meerdere rijen is er digfdprobleem dat de ene
sneller geholpen wordt dan de ander.
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Ook in Wireless (draadloze) Sensor Netwerken (WSN) worduientartig gebruik
gemaakt van abstracties om de complexiteit van zulke gebalge systemen het hoofd
te bieden. Het probleem echter is dat de abstracties veelaistreeks overgenomen zijn
uit reeds ontwikkelde systemen en methodieken zonder afagen en/of te verifiren
of ze nog steeds van toepassing zijn gegeven de nieuwe raneharden in het WSN
domein. Dit klakkeloos gebruik van oude abstracties kateletot inefficénties die ver-
meden zouden kunnen worden door de juiste abstracties taikget. In dit proefschrift
hebben we daarom een breed scala aan WSN protocollen, eniggelede abstrac-
ties, onderzocht en waar mogelijk aangepaste abstradiesafduceerd om te komen
tot betere protocollen.

In hoofdstuk 2 hebben we kritisch gekeken naar hoe de huldi§€ protocollen
voor WSN gestructureerd zijn, en geconcludeerd dat er teigvgigbruik gemaakt is
van gemeenschappelijke abstracties waardoor functteitaibals time synchronisation
in ieder MAC protocol opnieuw gmplementeerd is. Het gebrek aan abstractie bemoei-
lijkt ook het uitbreiden van bestaande protocollen metwietunctionaliteit ten behoeve
van hogere lagen in de protocol stack omdat dat implice¢raltlaMAC’s afzonderlijk
aangepast moeten worden. We hebben daarom M&C framework gedefiréerd dat
laat zien hoe MAC protocollen g@plementeerd kunnen worden middels een gelaagde,
interne structuur die het ontwikkelen van nieuwe MAC prolten aanzienlijk versnelt
omdat grote delen van de framework implementatie hergktbkunnen worden. Zo is
de AT-MAC implementatie slechts 32% van de grootte van de ogigimf-MAC code.
Verder kunnen MAC ontwikkelaars op een hoger abstractieaniwwerken en hoeven
zich niet meer bezig te houden met zaken als time synchionsaets dat berucht is
vanwege de moeilijk traceerbare race condities die higr dagop opsteken.

In hoofdstuk 3 hebben we routeringsprotocollen bestuderrgeconstateerd dat de
veelgebruikte basis abstractie van een betrouwbare ttiiciaglleen tegen hoge kosten
(energieverbruik) aangeboden kan worden door de onderlidgy MAC laag vanwege
de grote variatie in kanaal kwaliteit die WSN radio’s karaiseren. Onze oplossing is
tweeledig. Ten eerste stappen we af van de notieNvaiops, en maken gebruik van de
ETX (Expected TX) metriek die rekening houdt met het vervtadmntal retransmis-
sions. Ten tweede, vervangen we de single-hop unicast coinatie door EXOR stijl
communicatie die wel gebruik maakt van de broadcast eijpapgen die het medium
radio biedt. Om deze broadcast primitief optimaal te bemutebben we hem aangepast
zodat hij ook toepasbaar is op andere metrieken dan de eléghop-count, en andere
beslis-momenten toelaat. In het bijzonder hebben we tweer@ communicatie mecha-
nismen gétroduceerd: EXOR-ETX en EXOR-Bcast. De laatste imple¢eerhflooding,
een operatie die in allerlei routeringsprotocollen gdktiruiordt naast het versturen van
applicatie data. Door EXOR-ETX en ExOR-Bcast te combinénegen nieuw proto-
col, genaamd Guesswork, zijn we erin geslaagd een rouggniatpcol te ontwikkelen
dat zich moeiteloos aanpast aan fluctuerende kanaal kiteditdeen van de sleutels tot
succes is dat Guesswork EXOR gebruikt om de beslissing relke Wwuur node de bood-
schap te sturen uit te stellen tot het moment dat alle katetidde gelegenheid gehad
hebben een bevestiging (ACK) te sturen. Dit maakt het miggath onder gunstige om-
standigheden direct met verre buren te communiceren itglaa altijd conservatief te
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kiezen voor een naaste buur die altijd met hoge waarsgkieid te bereiken is. Deze
opportunistische strategie laat toe om het aantal hopsrteinderen en energie te be-
sparen als de omstandigheden zich daartoe lenen.

In hoofdstuk 4 hebben we plaatsbepalingsalgoritme ondieregiegenomen. Veel van
deze algoritmen zijn gebaseerd op het gebruikaammalige afstandsschattingen tussen
paren van nodes. Echter de onbetrouwbaarheid van dezegeretm de verdeling daar-
van wordt niet meegenomen waardoor de behaalde nauwkeidighn de berekende
posities veel te wensen over laat. Wij hebben daaroéxgerimenterd met een nieuwe
abstractie tussen afstandssensor, in veel gevallen d& edplaatsbepalingsalgoritme:
in plaats vanéén getal gebruiken we een waarschijnlijkheidsverdelingomDexpliciet
met deze verdelingen te “rekenen”, in combinatie met hetigklvan een mobiel refer-
entie punt (anchor node) dat vele meetpunten beschikbaaktpzn we erin geslaagd
een plaatsbepalingsalgoritme te ontwikkelen dat nauvigeuresultaten bereikt. Dit
RSL (Refined Statistics-based Localastion) algoritme ideeaangepast om ook in sce-
nario’s met weinig afstandmetingen te kunnen opereren efsddet introduceren van
‘pseudo anchors’ en rekening houden met aanvullende efsbéagis van het maximale
radio bereik (bounding-box constraints). Het grootstergieel is echter behaald met de
abstractie van afstandswaarschijnlijkheidsverdeling.

In hoofdstuk 5 hebben we het aanverwante probleem van besdsgectie beschouwd.
Men kan gebruik maken van speciale hardware in de vorm vang#ingsopnemers,
maar uit kosten oogpunt is het veel aantrekkelijker om deftgrmatie indirect af te lei-
den uit opeenvolgende plaatsbepalingen. Ook in dit gejjat bt voordelen te hebben
om met afstandswaarschijnlijkheidsverdelingen te werkernwe hebben laten zien dat
deze effectief gebruikt kunnen worden in mass-spring systeom kleine bewegingen
te detecteren. De bounding-box constraints komen van pagrotare bewegingen te
detecteren (een inconsistentie duidt op een aanzienigkgaatsing).

In hoofdstuk 6 tenslotte, hebben we data-aggregatie aigeni bestudeerd. De over-
grote meerderheid richt zich op het eféint implementeren van standaard statistische
bewerkingen (gemiddelde, mediaan, histogram, enz.) iersiy WSN toepassingen.
Echter, de impliciete veronderstelling dat zulke sta@dte informatie relevant is voor
deze toepassingen is in onze optiek incorrect: juist dehigsers in gemeten sensor
waarden zijn interessant (“Welke boom staat in brand?f)yifede statistische bewerkin-
gen deze met opzet negeren (“De gemiddelde temperatuuf7ig2tad C.”). Deze obser-
vatie heeft ons gemotiveerd een nieuwe abstractie vooragdgeegatie te introduceren,
de phase-space representatie, die wel rekening houdt medeglantie van uitschieters en
tevens de positionering van de diverse sensor waardercetph ogenschouw neemt.
We hebben vervolgens een nieuw data aggregatie protocrtr@ogdamplementeerd
dat met behulp van een verzameling applicatie-specifieelseén het netwerk beslist
welke phase-space’s geaggregeerd kunnen worden (“tetaperaet de nauwkeurigheid
van een halve graad”) en welke niet (“sj@d¢i resolutie van minimaal 10m”). De re-
sultaten van Foxtrot zijn in vergelijking tot bestaanderaggtie protocollen bemoedi-
gend: de waardevolle uitschieters worden afzonderlijlagporteerd, terwijl vergelijk-
bare waardes in het netwerk geaggregeerd worden en er doig\esira data-verkeer
benodigd is.
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Wij concluderen op basis van de vijf aspecten van sensorenkén die we in de-
tail bestudeerd hebben, dat de hergebruikte abstractiesdaad niet de juiste zijn en
voor problemen zorgen zowel wat betreft de effitie van de protocollen die daarop
gebaseerd zijn, als de aangeboden functionaliteit dieowigteenkomt met de beoogde
toepassingen. Een herziening van deze abstracties is diig @paats en het onderzoek
beschreven in dit proefschrift laat zien dat hiermee vderdbehaald kunnen worden en
opent de weg naar verder onderzoek.
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